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1 Executive summary

This report updates the status of the use cases considered by the EVEREST
project. In the lights of the delivery of baseline implementations (WP6.1
described in D6.1) at M18, the three EVEREST application use cases are revisited
halfway through the project schedule. This impacts the requirements of the use
cases that have to be revised and were needed, updated to include the occurred
changes and modifications. This can be translated in the addition or removal of
datasets, in a refinement of computational aspects and facilities, and in a clearer
vision on how the EVEREST ecosystem can support the optimization of the use
cases.

The analysis of the use cases defines a set of requirements that d he
optimizations developed in the EVEREST design environment. Figur ws
how the process happens: use case requirements (D2.1 and t@current
deliverable D2.4), the language requirements reported (D2.2 &Qﬁ

D2.5), and the data requirements (D2.3 and the refined D2. )&g
the work on the EVEREST design environment in WP3-6.

WP2 provides the application use cases requirements foﬁ@la ng the EVEREST
design framework (WP6). In addition, the data reQnirenYents, and language
requirements, defined and refined in this WP, wil ed in WP3 and in the
compilation framework (WP4) to drive the optimigalign process implemented in
WP4 and WP5. ‘&

The WP2 deliverables are closely linke were carefully checked for
consistency. Despite the many links %yeen, e.g., application and data

General considerations done for Deliverable D2.1 are still valid here.
1 gﬁfo

e refined
ether define

requirements, we attempted to mak hree documents self-contained and
easy to read. Therefore, some basi uirements (e.g., some numbers in the
tables summarizing the input da f7the use cases) are stated in all the
deliverables, because cross-JigNing all of them would make the individual

documents unreadable.
In the same line of being %—contained, this deliverable re-proposes the same
structure and most of t’ﬁ@te of D2.1, properly updated where needed.

1.1  Structur document

Section 2 briefly introduces the application use cases and the overall aim of the
report, while Sections from 3 to 5 are dedicated to the discussion of their
respective requirements.

Section 3 details the renewable-energy prediction, Section 4 the air-quality
monitoring and Section 5 the traffic modelling use case. The pilots are analysed
in terms of workflows, and for each model and/or workflow in the functional and
non-functional requirements are reported and discussed.

D2.4 - Refined definition of the application use cases 6
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Section 6 proposes a general vision on the requirements derived from the single
use cases. The report ends (Section 7) with the list of the possible achievements
for each use cases in terms of industrial goals.

In terms of changes/updates: the Introduction is mostly unchanged since the
vision and the general aim of the Deliverable D2.4 is in the same line of D2.1.
Section 3 has been mostly modified since the renewable-energy prediction was
implemented by scratch during the first 18 month of the EVEREST project: in
D2.1 the state-of-the-art of wind energy prediction was presented, in D2.4 the
actual description of the newly developed workflow, accomplished with new
computational and data aspects, has been added.

As for the air-quality use case illegible modifications occurred and Section$4 is
quite unchanged; while the traffic prediction model changed in differe

as reported in Section 5.

Such changes in the use cases led to a refinement of the requiremenjs repbrted
in Section 6; actually, REQ5 and REQ6 have been updat tuned
specification while REQ15 and REQ16 have been introgu as new
requirements emerged in the first half period of the project.

Section 7 revises possible achievements for each use case rms of industrial
goals: the section also introduces (new) methods, a reévides priorities.
Furthermore, the Sections associates metrics with KP@support the evaluation
of the effectiveness of the EVEREST ecosystem. @

Q
,&Q
@QQ
@
N

O
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WP1: Project Management

WP2: Application, Data and Language Requirements
. ]

— WP3: Data ™)
¥ Management
) Techniques

e ] =

Device WP4: Data-Driven

Drivers Compilation

Programming rpodels Framework

i - (SYCL, OpenCL, PpenMP) HOL ii
Workflow
descriptions
ElE 5
WPS5: Virtualized Runtime
Environment
| WP6: System <
| Development and
Evaluation

WP?7: Dissemination and s@.monk
Figure 1 - Overview of EST work plan

1.2 Related document ‘z

The report is closely related to:\lr
D2.1 - Definition of the applicgig use cases,
D2.2 - Definition of langu uirements,

D2.3 - Definition of datg requirements,

D6.1 - Preliminary, v of the EVEREST applications,
D2.5 - Refined spedi ion of language requirements,
D2.6 - Refined spgcification of data requirements.
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DESIGN ENVIRONMENT

FOR EXTREME-SCALE BIG DATA ANALYTICS http://WWW.evereSt-hZOZO.eU

ON HETEROGENEOUS PLATFORMS

.~ EVEREST

2 Introduction

High Performance Big Data Analytics (HPDA) applications, used in the
computational field for the rapid analysis of massive amounts of data, require
the development of new systems capable of combining High Performance
Computing (HPC), Cloud, IoT, and artificial intelligence technologies, such as
Field Programmable Gate Array (FPGA) and Graphics Processing Unit (GPU),
which promise significant improvements in the computational time of complex
hydro-meteorological applications as well as in traffic logistic ones. In this
framework, EVEREST aims to develop a holistic approach to co-design computing
and communication in a system for HPDA, combining state-of-the-art
programming models with emerging communication standards. Three scengfios
will be used for the validation of the approach developed by the proj as
detailed hereafter.

The EVEREST approach will be validated on three industry-relevant agPlications:
e Renewable-energy prediction: a weather analysis-b ediction
model going from the atmospheric scenario forecast to th rgy trading
market. The application is meant to support the, prediction of the
production, the use and the commercialization o ble wind, solar,

and hydro-electric energy reducing risks relateg to ere ramp-up/down
events. This will be obtained improving the pre ion of the high-localized
meteorological variations at hourly scale, mbining high-resolution
weather forecast, including data assi I0h, together with artificial

li
emission forecasts from an indusija) Site. Based on the predictions, the
industrial site can decide to d duction activities that may have an
impact (e.g., increase of at ric releases) or to activate emission
reduction treatments. M@ormg services aim at forecasting at a local
scale generally no mor@] n 10 km from emission sources; to improve
oy

intelligence tools. Q
e Air-quality monitoring: the app iﬁ combines weather forecast with

the quality of the to-day forecasts an ensemble of meteorological
simulations, incligding gata assimilation, will be run at cloud permitting
) and combined with machine learning approaches on
Z@m measurements.
elling: a framework for intelligent transportation in smart
cities. The framework combines a traffic simulator, a traffic prediction
model and intelligent routing methods to better characterize the road
traffic based on combination of multiple data to reduce congestions in the
traffic infrastructures. To improve the quality of the model, the framework
will be extended to a calculate prgcise traffic model for all road elements
at given time windows and constantly up to date. This will consider several
data sources such as historical and real-time floating car data of moving
vehicles and weather data. Then it will be used for computation of traffic

grid spacingg(
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DESIGN ENVIRONMENT

FOR EXTREME-SCALE BIG DATA ANALYTICS http://WWW.evereSt-hZOZO.eU

ON HETEROGENEOUS PLATFORMS

.~ EVEREST

prediction and truly intelligent routing for global traffic optimization flow
within a city using various machine learning techniques.

The aim of this report is to give a detailed description of the applications in terms
of the functional and non-functional requirements. Such requirements will drive
the co-optimization of computation, communication, and data management in
the EVEREST programming environment during the project.

The report describes and analyses the use cases and provides a basic feature of
each use case to familiarize with it, to understand the data set utilized for the
computation as well as the target computational resources to run the cogde
composing the workflow pipeline. The report acts as the baseline f0r< the
validation of their porting in the EVEREST framework. @

The use cases present different levels of maturity, besides diverse bagggrolinds,
and exploitation policies. As for the renewable energy productio has the
ambition to implement a proprietary service, reflecting the stati- e-art and
possibly outperforming the state of the practice in the prediction O0f wind power.
At this stage of the project, the implementation of the (b e) specific DUF
workflow has been deployed. As for air quality monjtor N#®M has solid in-
house services based on the very latest Gaussi dispersion models and
considering particularly complex effects such as pg errain, mixed land use
patterns, obstacles, local weather conditions, eQ_M has the ambition make
an additional step forward in technological arga ntific advances in the field of
atmospheric dispersion modelling to imp the model predictability while
reducing execution time. As for traffic m ing, the SYG ambition is to provide

any city with an optimized routing f ge number of cars simultaneously
based on road network balanced‘t&' les, thus reducing traffic jams in an

unprecedented way. Prerequisite toWnis'is highly precise traffic model of a city
and its traffic prediction functj which are obtained by processing floating car
big data while applying thﬁ -of-the-art Al techniques.

2.1 Methodology \,

The EVEREST pro elies on a use-case drive approach to systematically
collect requiremaqts, as described in [1].

The process to refine the requirements is based on the definition of the EVEREST
Working Groups (WGs). The WGs organization was established to tackle specific
technological aspects. This approach led to six WGs focused on exploiting the
EVEREST SDK to develop the final version of the use cases.

Therefore, the first activity of WGs has been to map the baseline implementation
of the three use cases onto the EVEREST technology, and as a consequence, the
first result of the WGs discussion has been the refinement of the requirements
that is summarized in the WP2 Deliverables.

D2.4 - Refined definition of the application use cases 10



DESIGN ENVIRONMENT

FOR EXTREME-SCALE BIG DATA ANALYTICS http://WWW.evereSt-hZOZO.eU

ON HETEROGENEOUS PLATFORMS

.~ EVEREST

3 Renewable-energy prediction

In 2017, the European Union generated more electricity from wind, solar and
biomass than from coal for the first time [2]. The trend has been confirmed in
the last years, in 2019 renewables rose to a new record supplying 35% of EU
electricity. For the first time, wind and solar combined provided more electricity
than coal, contributing 18% of EU electricity in 2019. This is more than a
doubling of market share since 2013 [3]. Renewables rose to generate 38% of
Europe’s electricity in 2020 (compared to 34.6% in 2019), overtaking fossil-fired
generation for the first time, which fell to 37%. This is an important milestone
in Europe’s clean energy transition. In fact, renewables are at the centre of the
transition to a less carbon-intensive and more sustainable energy system: /The
European Green Deal has put the fight against the climate crisis at the v re
of all EU policy work over the next five years: EU heads of state have %ed
Europe to become the first greenhouse gas neutral continent by 2050, ar the
EU commission is putting forward proposals to raise Europe’s 2Q3 é&nhouse
gas reduction target to -50% or -55% below 1990 levels. Thi ies power
sector emissions will keep falling, even if electricity dem r&a creases as
transport, heating industry continue to electrify [4], [5]. F&%ermore, the IEA
forecast records wind and solar capacity growth in ZOZ@U to 2024 [6].

The European energy market is strongly interconne ith significant interplay
between the different energy sources, and the in éﬁing demand for renewable
energy sources has introduced significant enges for power operators,
traders and grid owners, due to the inter t nature of renewables: e.g., a
drought period can affect the hydr ric production, demanding gas

generation to compensate. Produceg dict wind generation to schedule

maintenance activities, but their go ardifferent timescale from dispatchers
and grid operators, focused on lon delivery (typically day ahead to 1 week
or more ahead). Grid operato ed to collect generation plans up to date, to

ensure grid working and s , balancing demand, and generation in short-
term or uItra—short—terrr%?scale. Actually, renewable energy production
al

forecasting becomes cMycial; emany systems already exist, and they have been
adopted by severf| gy traders to buy or sell shares of energy at a given
price to make it. This constraint pushes traders to improve the accuracy
of their short-te forecasting to reduce imbalance costs due to power
forecasting error. To counterbalance to this increasing demand in the market,
many providers specialize on a service for site specific generation forecast.
However, although many steps forward have been done, large uncertainties still
exist [7].
1

This EVEREST use case aims to provide an accurate forecast system for the
energy generated by renewables, in particular for wind power. The wind energy
production use case is aimed to predict the short-range (one day ahead), very
short-range (up to 6-12 hours ahead) and possibly nowcasting (up to 6 hours

D2.4 - Refined definition of the application use cases 11
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ahead) wind power generation, to schedule on the energy intraday or day-ahead
markets. The current energy market considers hourly updates as the most
advanced and achieved only by few providers. This represents the actual barrier
on the time resolution and is considered as real-time for the sector.

This pilot has been developed from scratch during the project; the use case is
challenging in terms of input data quantity and resolution, timing of output
delivery, and accuracy expected, so it's crucial to implement innovative
hardware and software technologies to process data with the goal of improving
the accuracy of the forecast of wind speed and power production. During the
development, different architectures, models and approaches have been tested,
the assessment of their performance permitted to design a system with a ri
cost-benefit ratio, suitable for industrial use.

Furthermore, it is to mention that at the current state of the EVEREST
the WRF model is run once a day and this of course impacts the time-
the forecast of the energy prediction, focused on the day ahead hogzon” The
possibility to execute the WRF more frequently leads to advance%%so from

this point of view.

3.1 Description of the application steps and relatedﬁ%eline

tion prediction
simulation:
e Step 1: Compute deterministic (short ) and/or probabilistic
(nowcasting) meteorological forecast w% Weather and Research
Forecasting (WRF) model. Data assi procedures are applied to

This use case relies on three main steps for each en?gy

force computation through atmosph servatlons to improve weather
prediction. Due to the high compu I and memory requirements, HPC
resources are mandatory to run mulations.

e Step 2: Pre-processing pha ite-specific data (both WRF output
and observation data) ex n tep 3. This step mainly consists in the
exploitation of a determi model discretizing the power curve of a Wind

processing is applie historical dataset, and more frequently on site-
specific WRF outpyt an@ observations that continuously feed the dataset.

e Step 3: the deterministic weather forecast with the pre-
process y Step 2 by the means of the Kernel-Ridge with Gaussian
Kernel ML orithm. Results are then post-processed to improve the
shape of the energy forecast curve.

Turbine used as a 1 tor for the aforementioned data. The pre-

3.2 Data processed in the pilot

For each step just mentioned, a desktription of the input and output data
presently utilized for the modelling/processing is provided. More detailed data
information is provided in Deliverable D2.3 and D2.5.

D2.4 - Refined definition of the application use cases 12
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It is to mention that all datasets are described at the present state of EVEREST

practise, i.e., their delivery frequencies support the run of one workflow per day,

more frequent updates of the data, in particular of the observations, are simply

not beneficial. However, more run per day (e.g., every 12 or 6 hours, or even

less) could be properly supported since the use case could provide data on hourly

bases. This frequency of forecasts is considered the most advanced at the state

of the art.

321 Input dataset

Step 1:

e Global weather forecast simulation from NCEP (GFS 0.25 Degree Global

Forecast) available at
https://www.nco.ncep.noaa.gov/pmb/products/gfs/

to initiate values and forcing at the border of the simulated domz;é)

e Provision of weather station data:
o Wunderground as source of non-authoritative sensors da@
o Italy authoritative weather stations.

e Remote sensing observation data - Radar data from the I% Civil

Protection radar mosaic.
Step 2: ﬂ
e Output from Step 1, i.e., wind speed, air t%@ar ure and other

atmosphere parameters forecasted by WRF m
e Historical site-specific generation data (hour Is [MWh]).
e Historical site-specific availability data (hg% asis [MW]).
e Historical site-specific curtailment data utly basis [MW]).
» Daily site-specific generation data or)gr y basis [MWh].
e Daily site-specific availability data ly basis [MW]).

e Daily site-specific curtailment GQ urly basis [MW]).

Step 3:
e Output from Step 2, i.e &
o WRF model - wind speed, air temperature and other
atmosphere, paraieters forecasted;

o Historica aily site-specific generation data (hourly basis
[MWRH

o Histdgcarand daily site-specific availability data (hourly basis
[MW])]

o Historical and daily site-specific curtailment data (hourly basis
[MW]);

e Daily site-specific availability prediction (hourly basis [MW]).

3.2.2 Output dataset :
Step 1:
e Wind speed, air temperature and other atmosphere parameters forecasted
by WRF model.

D2.4 - Refined definition of the application use cases 13
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Step 2:
e WREF forecast related to the wind power site (coordinates and turbine hub
height);

e Observational data, pre-processed to exclude bad data/anomalies.
Step 3:
e Power generation forecast by machine learning algorithms on hourly basis
[MWh] with the timeline of the day ahead.

3.3 Computational resources required for the application

Analysing the pipeline defined in Section 3.1, we have three steps to detail;
Figure 2 proposes a schematic representation of the corresponding workflowC)

=D GFS initial and boundary
++ssse+-2+<| conditions (downloaded via
wget): Gb per run

obs!
er
noreference [Ouiput storage: H
1.5-3 km output on e
....{ national/European domain (Geeenens
(60~200 GB)

Figure 2 - Schematization of the workf b OrPEsponding to the renewable energy use case

As for Step 1, it concerns g?\deterministic and/or probabilistic (ensemble
mode) meteorological predictiO® exploiting the model WRF. WRF is a mesoscale
forecasting system degigned)for both research and operational applications,
capable of operating tial resolutions from hundreds of meters to hundreds
of kilometres [13 gure 3, the specific WRF workflow is introduced.

The WRF modelNs executed as a task on high performance computing facilities
after the preparation of initial and boundary conditions provided by the WRF
Preprocessing System (WPS); in the EVEREST project, the WRF model is run
considering the data assimilation system - i.e., the WRFDA component. The WPS
task is executed on local, or cloud computing facilities and it allows processing
NCEP GFS global circulation model datla to generate input fields for the WRF
model itself.

The WRFDA task is a flexible, state-of-the-art atmospheric data assimilation
system that is portable and efficient on available parallel computing platforms:

D2.4 - Refined definition of the application use cases 14
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WRFDA is a task executed on HPC computational projects and/or cloud
computing facilities.

The WRF task is a community, state-of-the-art atmospheric system that is
portable and efficient on available parallel computing platforms: CIMA exploits
WRF regional simulations for various applications, e.g., CIMA is currently running
two different WRF model instances for operational purposes: WRF-1.5km Open
Loop (without data assimilation) and WRF-2.5km 3DVAR both over Italy.

=B GFS initial and boundary
. ------------ conditions (downloaded via
wget): Gb per run

¥ CJ
kics
S preparation on PS execution on
cloud Cloud

no reference | oytput storage:

1.5-3 km output on

% ...{ national/European domain
(

TSN
O

Start Event :
execution per day
to be defined

=

WRF Preprocessing
System namelists

preparation on cloud

.....>

Y Out Observational data N
.. d o (Conventional observations, .. =
""Lspatresolution: | Global in-situ unstructured ~ *
It

Gb observations,...): Tens Mb
Cloud % ;

per run
resource, few
CPU nodes,

EVEREST @

resource

Fi 3 - Schematization of the WRF run

As for Step 2, it con:@wit the pre-processing phase of the site-specific data
mainly based on't erministic prediction of hourly energy generation; the

model implemernxs bine power curve by manufacturer to convert wind speed
in power generatidn. The pre-processing is applied on all the data related to a
specific-site, this means historical dataset, WRF output and observations.
Indeed, the Turbine deterministic model concurs to maintain a high-quality level
of the dataset used to train the ML algorithm - i.e., Step 3. Recently, to further
reduce the data noise, smoothing techniques have been applied to pre-process
the forecast wind speed. !

As for Step 3, it concerns the implementation of the machine learning model to
actually predict the energy production. The pre-processed site-specific data are

D2.4 - Refined definition of the application use cases 15
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used for training machine learning model, e.g. wind speed predictions,
generation, availability etc. Several ML algorithms have been compared to
identify the most suitable one for DUF use case, on the base of: dataset
dimension, quality and features. Deep Learning, Recurrent Neural Network,
XGBoost algorithms have been tested, but the best results in terms of prediction
accuracy have been obtained by Kernel-Ridge with Gaussian Kernel.

Several training strategies of the ML algorithm, and different approaches have
been tested and compared. Best results have been obtained using an
incremental approach, adding new wind forecast data to increase the training
period. The grid search cross-validation technique has been used to validate ML
hyperparameters: the width of the Gaussian Kernel and the Ridge regularizati:n

parameter.

A post-processing phase has been also implemented thus to improve t
of the energy forecast curve.

Figure 4 schematizes the workflow of both Step 2 and Step 3. @

[S(ep 2- pre-processing
Step 1 Wind farm ......| coordinates i E‘ep 3-mL
N run ub height 4 .
B power curve ! B
i by A o
i [
i
L
] ! ]
i [
i [
]

election of i
se i
i > Power Curv
wind fa exclude data
WRF forecast, B eight !
day D+1, 24 H incremental WRF !
hours - ltaly : DB related to the Y i
H wind farm (~ 1 : H
I:WRF hystorical ME)
data (~6TB) H
Farm o -
4 H

EVEREST
resource

Figure 4 - Scher%ation of the energy production run

While managing the acfual Computation, the request for secure data transfer

was further specializ d in particular anomaly detection has been selected
because of its su¥ y. Techniques providing anomaly detection allow to
identify data va hich do not conform to the normal patterns of the data,

which can help improve data validity. Anomaly detection will be applied to the
wind farm data during pre-processing in order to help ensure data validity but
also to improve the robustness of the system. On the detection of an anomaly,
the technique will provide mechanisms to replace the anomalous value with one
that would not be classified as anomalous. This replacement will ensure that
there will not be missing data, thus it s expected to have a positive effect on
the performance of the system.

The anomaly detection algorithm has been included in the Figure with a different
colour since it represents a new requirement (Table 11).
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INPUT DATA
Table 1 ENERGY PRODUCTION use case - dataset GFS
ID |ITEM DESCRIPTION
D1 | Dataset name Global Forecasting System (GFS)

Dataset size

1 Gb (analysis and 48 hours boundary
conditions at hourly temporal resolution
and 25 km grid spacing)

Dataset description

Initial and boundary conditions data

Standards, format
metadata

and

Grib2 format Q/‘ ,

Table 2 ENERGY PRODUCTION use case — dataset Weather Underground
DESCRIPTION

ID |ITEM
D2 | Dataset name Wunderground statio
Dataset size Kbytes for one y ne station
Dataset description Personal wea e@tlﬁns data (2 m
temperature, é"ﬂ wind, 2 m relative
humidity, @ ce pressure, rainfall
intensity rainfall depth) at hourly
tempo(alyesolution
Standards, format and|AS & mat
metadata
Table 3 ENERGY PRODUCTION us(bp ataset Authoritative Weather Stations
ID |ITEM .& DESCRIPTION
D3 | Dataset name 4 Italy authoritative weather stations

Dataset size

Kbytes for one year for one station

Dataset descrlp

&

Personal weather stations data (2 m
temperature, 10 m wind, 2 m relative
humidity, surface pressure, rainfall
intensity and rainfall depth) at hourly
temporal resolution

Standards, format

metadata

and

ASCII format

D2.4 - Refined definition of the application use cases
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Table 4 ENERGY PRODUCTION use case — dataset Radar mosaic

ID |ITEM DESCRIPTION
D4 | Dataset name Italian Civil Protection radar mosaic
Dataset size 12 Mb (24 hours data at hourly temporal
resolution, 4 CAPPI levels)
Dataset description Radar reflectivity cappi at 2000, 3000,
4000 and 5000 m
Standards, format and | GeoTIFF format
metadata
Table 5 ENERGY PRODUCTION use case - dataset historical power generation N C
ID |ITEM DESCRIPTION
D5 | Dataset name Historical power generation
Dataset size About 200 KB per wind farm (year)
Dataset description Wind farm specific onw basis
[MWh] for models Ing and
calibration; minimu year, possibly 2
years or more ﬁ
Standards, format and | CSV format
metadata
Table 6 ENERGY PRODUCTION use case - dataset H(s@al power availability
ID |ITEM DESC
D6 | Dataset name Hist power availability
Dataset size % MB per wind farm (1 year)
Dataset description Qg farm specific on hourly basis
ilability [MW or %] due to
intenance or failure, for models
\ training a_nd calibration; minimum 1
.\ year, possibly 2 years or more
Standards, forn%vand CSV format
metadata
\J P)
Table &N@ PRODUCTION use case - dataset historical curtailments
ID |ITEM 'ﬁ DESCRIPTION
D7 | Dataset natwe and reference | Historical TSO curtailments
Dataset size About 100-200 KB per wind farm (1
year)
Dataset description Wind farm specific capacity limitations
by TERNA (Italian Transmission System
Operator); on hourly basis data [MW] for
models  training and calibration;
minimum 1 year, possibly 2 years or
more
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Standards, format and | CSV format
metadata

OUTPUT DATA

Table 8 ENERGY PRODUCTION use case - dataset WRF model

ID ITEM DESCRIPTION
D9 Dataset name WRF output

Dataset size 2 Gb (cloud permitting grid spacing, 24
hours forecast at hourly time resolutjon,
500x500x50 grid points) ‘ ,

Dataset description 2D and 3D meteorological fields r
different locations at hourly %oral
resolution, for a selected periodey

Standards, format and | NetCDF format o/

metadata @

Table 9 ENERGY PRODUCTION use case - dataset energy ,pr (ML)
ID ITEM DESCRIPTION J
D11 | Dataset name Wind power for%ﬁ predicted with Machine
Learning )

Dataset size About 10 KB\P*f wind farm (72 hr)

Dataset description Wind fa pecific on hourly basis [MWh] for
mode& Ining and calibration; minimum 1
yeal, possibly 2 years or more

Standards, format and mat

metadata

o
Computational aspects: @
Currently, computatio§l aspects are well-known for models involved in Stepl

(reported in the followigWsTable), as models related to Step2 and Step3 are in
design and/or dev ent phases.

Table 10 WRF Model, including WPS and WRFDA
Name Meteo prediction
Summary The procedure required to compute a
meteorological prediction adopting a
Numerical Weather Prediction Model
Preconditions Availability of a global circulation
model
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Basic course of the events

1. Select the initial and boundary
condition from the global
circulation model.

2. Prepare related ancillary data
(DEM, land use, soil type,
vegetation type)

3. Configure the model: grid spacing,
time-step, timeframe, output
intervals, physics, dynamics and
numeric options, restart files, ...

4. Download the observational da
(e.g., radar, in situ weather
stations) for subsequen
assimilation

5. Execute data assimilatiopgthraugh

3DVAR variational ch in
rapid update cycle ( ode

6. Start the weathe¢ foMecast either
deterministi rt range) or

casting).

Alternative paths

probabilistic
Single do% region or nested
domains ggn¥e€ selected

Postconditions

Multipl Mfall, temperature, wind
and Qs re maps ready for analysis
oraluMeHer processing

Data accessed

I&1 and boundary conditions from

global circulation model - Table 1

bservational data - Table 2, Table 3,
Table 4

Data produced

Multiple rainfall, temperature, wind
and pressure maps - Table 8

Local or remote HPC cluster

Local/remote resourcq& 5

Resource capability -

Hundreds of HPC cores for operational
execution at cloud permitting /
resolving grid spacing

Operating System and libraries

Linux, NETCDF, ZLIB, JASPER libraries

Table 11 - Pre—qrocessing phase

Name

Step 2: pre-processing phase

Summary

The procedure processes the input
data to feed the dataset related to a
Wind Farm and to train the ML
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algorithms. The target is to maintain
a high level of quality of this dataset
to filter bad data.

Preconditions

The weather local forecast parameters
from Step 1 and the observation data
related to the wind farm and to the
same day have to be available.

Basic course of the events

1. Select the wind farm.

2. Extract weather parameters
forecast from the various
source for this localization.

3. Apply the Power Curve filter t
exclude outliers and apply C
smoothing methods to i 0
the shape of the timeser & )

Alternative paths

Anomaly Detection will be gyaluited
to filter input data and/qr %stitute

data excluded by pre-pr, Ing
Postconditions Wind speed forecast eries and
observation timeseries (i.e., hourly
generation) for  further
processing
Data accessed . Weatﬁﬁorecast from the WRF
sim - Table 8

. %e historical power
eMeration - Table 5
taset historical power
& availability - Table 6

e Dataset historical curtailments
- Table 7

Data produced \

<

A pre-processed dataset to be used
for the training of the ML algorithms:
wind speed timeseries and
observation data related to the
coordinates of the wind farm.

Local/remote reso<r6&

EVEREST resources

Resource cap

Few nodes

Operating Systenrand libraries

Windows and Python Libraries

Table 12 Kernel-Ridge with Gaussian Kernel to predict energy production

Name

Step 3: Machine Learning prediction

Summary

)|

The procedure requires to compute
the prevision of the energy produced
by a Wind Farm despatched by
Duferco Energia on daily basis
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Preconditions Availability of the weather local
forecast from Step 1 and the post-
processed data from Step 2

Basic course of the events 1. Data collection from Step 2

2. Model training
3. Model forecast
4. Forecast smoothing

Alternative paths -

Postconditions WREF prediction related to D+1 will be
integrated in the training set on the
next day

Data accessed e Weather forecast from the WR

simulation, pre-processed in C
Step 2

e Observation data pre-proc
in Step 2 o4&

Data produced 24H  point forecast@ienergy
production - Table 9

Local/remote resources Local or remote clouyd ®¢rver LEXIS
(EVEREST HPC a J%GA accelerated
resources)

Resource capability Few nodes é

Operating System and libraries Windows ae&Bython.

\
Based on the current knowledge, the téorological model execution
bottlenecks are located in the microphysiﬂ d radiation parameterizations,
which deserve the main attention in ter acceleration.
Acceleration would be considered al tep 3, thus, to improve the time
efficiency of the training phase of algorithm.

X\

%Q
N

%Q
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4 Air-quality monitoring

Every year, new publications show the impact of air quality on the health over
world. The latest figures from the World Health Organization show that air
pollution kills an estimated seven million people worldwide every year. WHO
data shows also that 9 out of 10 people breathe air containing high levels of
pollutants, and that the economic impact of this pollution on health is estimated
to 5.7K billions of dollars per year, [14], [15].

The use case concerns the forecast of air quality impact of atmospheric releases
from an industrial site. In case of releases with an environmental or health
impact around the site, the site can deploy different approaches to reduce or
suppress this impact. On key element is the quality of the weather forecagt |
terms of wind direction, wind speed, etc. The objective of EVEREST is e:
(i) increase the confidence of this forecast and (ii) reduce the simulatin@ in
ba

order to let time to site to adapt its process. For point (i) this wiI! on

assimilation of observation data in the weather simulation and,a achine
learning approach to correct errors of this deterministic forecast
compared to local measurement on site. For point (ii) the of hybrid
computing with FPGA execution for weather simulation is e ted.

The baseline implementation of the use case followed th scribed in D2.1

without relevant changes to the workflow described M D2*. The update of the
use case only leads to remove one dataset, i.e., s not been employed,
due to the possibility to access the IFS dataset.

41 Description of the application ste§m®'\d related pipeline

This use case relies on three main steps irulate air quality impact prediction:
e Step 1: Compute deterministi t-range) and/or probabilistic (very-
short range and nowcastin teorological prediction with the WRF
model. Data assimilation, proeeddres are applied to force computation
through atmosphere ob tions in order to improve weather prediction.
Due to the high com ¥onal and memory requirements, HPC resources
are mandatory tQ runtQe simulations. This step concerns a large domain
simulation (for ?Smpl France) and is then common to different industrial

sites inside i main.

e Step 2: ine the deterministic weather forecast with another
deterministiy» weather forecast and local measurement by the use of
machine learning approach. This step is done for each industrial site inside
the simulation domain of the step.

e Step 3: Compute air quality impact forecast for each industrial site, based
either on the results obtained from the step 1 or the step 2.

1
Additionally, for Step 2, a training phase from a set of historical forecasts in past
(3 or 6 months) is needed; therefore step 1 has been performed in such time
range to provide a solid training set for the machine learning approach.
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4.2 Data processed in the pilot

In the following, the description of data ingested and produced for each step is
proposed.

421 Input dataset
For Step 1, the input data are:

i) Global weather forecast simulation from ECMWF (IFS 0.1 Degree
Europe Forecast) available at
https://www.ecmwf.int/en/forecasts/access-forecasts
to initiate values and forcing at the border of the simulated domain

i) Global observation weather data for assimilation procedure (e.g., CJ

weather underground stations)
iii)  Some additional data such as soil/humidity temperature, etc.@
For Step 2, the input data are:
i) The output from the step 1: weather forecast simulatio @
i) Other deterministic weather forecast simulations as h%eﬂ forecast
used as input of Step 1, but also GFS and NUMTE operational
weather forecast (3km resolution of France),a location of the

industrial site.
iii)  Local observation weather data from the in@ial site.

For Step 3, the input data are: ﬂe

i) Either the output from the step 1 (v@t r forecast simulation) or the

output from the step 2 (enﬁv e aggregation from various

deterministic weather foreca nscaled and corrected by local
observation of industrial sit

i) Forecast of emission dam the industrial site for the air quality

simulation.
iii)  Fixed data to config@e air quality simulation for each industrial site
(topography, surf ughness, buildings of industrial site, ...).
4.2.2 Output dataset
There are two out u@xsets:
i) Weather st over a France domain from step 1.

i) Air qualy forecast for a limited domain (10km side) for each industrial
site from step 3.

4.3 Computational resources required for the application

Figure 5 proposes a schematic representation of the workflow corresponding to
the three steps introduced in Section 4,1. In the remaining part of this section,
the three steps and related computational aspects are discussed.
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Figure 6 - Schemftization of Step 2

As for Step 2, the NUMTECH machine learning method is executed in order to
compute the correction prediction function to apply on deterministic weather
forecast at the location of each industrial site. It requires a set of historical
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forecasts in past (3 or 6 months) obtained through the proper run of Step 1.
Step 2 is schematized in Figure 6.

Step 3 is based on the commercial ADMS air quality model
(https://www.cerc.co.uk/environmental-software/ADMS-model.html) two tasks
are required:

e The preparation of weather data from Step 1 or Step 2

e The execution of ADMS (windows executable)

ADMS 5 [16] is a commercial code developed by CERC (http://www.cerc.co.uk)
and NUM is the distributor of ADMS for the French speaking countries arOUjd

the world and others, participates to its development and is an expert us¢r of
ADMS. ADMS 5 is an advanced dispersion model used to model the air,
impact of existing and proposed industrial installations. It is a new gerNgaton
Gaussian plume air dispersion model, which means that the ajgospheric
boundary layer properties are characterised by two parametersg undary
layer depth, and the Monin-Obukhov length.

It was originally developed for regulatory authorities in the UK«Its Many features
include allowance for the impacts of buildings, complex tef , coastlines and
variations in surface roughness; dry and wet dg NOx chemistry

schemes; short term releases (puffs); calculation of flg&tuations of concentration
on short timescales, odours and condensed plum ility; and allowance for
radioactive decay including y-ray dose. il

Typical applications include: Q
e assessment of modelled air poIIutio%r centrations against air quality

standards and limit values includjid\tose from WHO, EU, UK, USA and
China, Q

e planning/permitting, e.qg., % ndustrial Emissions Directive or
Environmental Permitting&g ations,

e stack height determinats
e odour modelling,

e environmental impact assessments and

e safety and em%ﬂcy planning.
As indicated in able D2.1, WRF execution will be performed on EVEREST
infrastructure (IT4X/IBM) and the ADMS execution on NUMTECH infrastructure.
Concerning the IA execution, there were two possible choices: the execution on
EVEREST infrastructure or the execution on NUMTECH infrastructure, the latter
solution has been preferred. Actually, this choice allows to exploit the developed
API to exchange data between the EVEREST and the NUMTECH infrastructures,
thus providing the demonstration that dand how) the EVEREST platform is able

to scale to a global level by connecting rapidly and in secure way with external
servers and resources.
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Furthermore, the request for secure data transfer is stressed; as for the previous

use case,

anomaly detection techniques will

be applied to improve the

robustness of the system as well as to preserve data validity.

4.4 An analysis of requirements

In the following, data and models are described using a schematic approach.

Starting with data:

INPUT DATA
Table 13 Air quality use case - dataset IFS . ‘ /
ID |ITEM DESCRIPTION
D15 | Dataset name Integrated Forecasting System (I

Dataset size

3 Gb (analysis and 48

hours @oundary
conditions at hourly tem olution
and 9 km grid spacing)

Dataset description

Initial and boundary cofyditions data

Standards, format
metadata

and

Grib2 format Q

Table 14 Air quality use case - dataset Weathe; @;round stations

ID |ITEM )
D16 | Dataset name pund stations
Dataset size or one year for one station
Dataset description % sOnal weather stations data (2 m
perature, 10 m wind, 2 m relative
\ humidity, surface pressure, rainfall
@ intensity and rainfall depth) at hourly
4 temporal resolution
Standards, fmat Jd and | ASCII format
metadata Q
Table 15 Air;;EIity use case - dataset local weather observation from industrial site
ID |ITEM ’ DESCRIPTION
D17 | Dataset name Local weather observation from
industrial site
Dataset size Kbytes for one year
Dataset description Weather parameters data (2m

temperature, 10 m wind, ...) at hourly
temporal resolution measured at local
site of each industrial site
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Standards, format and | Binary format
metadata

Table 16 Air quality use case — Emission data from industrial site

ID |ITEM DESCRIPTION

D18 | Dataset name and reference | Emission data from industrial site
Dataset size Kbytes for one year
Dataset description Emission parameters data (pollutants

concentrations at emission, emission
temperature, velocity of release, ...) at

hourly temporal resolution measured f
the different sources of each indus(ial

N~

site
Standards, format and | Binary format
metadata o4&
\"4
Table 17 Air quality use case — NUMTECH weather forecast at industr@
ID |ITEM DESCRIPTION A
D19 | Dataset name Deterministic NU %alﬁer forecast for
each industrial ithw
Dataset size Mbytes
Dataset description Weather p ers forecast data (2m
temperat 0 m wind, ...) for each
indus @ site at hourly temporal
res ioh for a selected period
Standards, format and | Bi format

metadata

¢

'@ quality use case ~WRF model output

OUTPUT DATA

ID |ITEM Q DESCRIPTION
D20a | Dataseiwaadie WRF output
Dataset?i;e 2 Gb (cloud permitting grid spacing, 24

hours forecast at hourly time resolution,
500x500x50 grid points)

Dataset description 2D and 3D meteorological fields, over
different locations at hourly temporal
resolution, for a selected period.
Standards, format and | NetCDF format for full dataset, and
metadata Binary for extraction for one

site

D2.4 - Refined definition of the application use cases 28



-~ EVEREST

DESIGN ENVIRONMENT
FOR EXTREME-SCALE BIG DATA ANALYTICS
ON HETEROGENEOUS PLATFORMS

http://www.everest-h2020.eu

Table 19 Air quality use case - Aggregated weather forecast output

ID ITEM DESCRIPTION
D20b | Dataset name Aggregated Weather forecast
Dataset size Kbytes

Dataset description

1D meteorological field, over one
location, at hourly temporal resolution
for forecast of 48 hours.

Standards, format and Ascii format
metadata
Table 20 Air quality use case - ADMS model output
ID ITEM DESCRIPTION

D21 | Dataset name

Dataset size

-
ADMS output Q)

Dataset description

1 Mb (24 hours forecast for a
10km*10km grid and vari utants)
2D air-quality concentrat ver

different locations (Frafice and Italy) at
hourly temporal n n, for a selected

Standards, format and
metadata

period.
04 ;

Computational aspects:

Ascii format
4\/

As for the Step 1, the computational requir@ts of the WRF model have been

already presented in Table 10.

Table 21 Air Quality L%;, Machine Learning model

Name

Step 2: machine learning prediction

Summary

6‘

Q

The procedure required to compute an
ensemble local weather forecast at a

specific localisation from various
deterministic weather forecast
datasets

Preconditions

Availability of a weather local forecast
from Step 1 and others weather
forecast

Basic course of the events

1. Select the industrial localisation.

2. Extract weather parameters

! forecast from the various source
for this localisation.

3. Download local weather
observation at this localisation.
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4. Execute machine learning
approach.
Alternative paths Number of deterministic weather

forecasts available

Postconditions

Multiple weather parameters ready for
further processing

Data accessed

the

Weather forecast from
global forecast simulation
Table 13

Weather forecast from the WRF
simulation - Table 8 A

Data produced

1D values of various weatﬁ:ﬁr’
parameters for the localisatio

industrial site

N~

Local/remote resources

Local or remote cloud servepy |

Resource capability

Operating System and libraries

Linux

1 node Q‘_\/
N

Table 22 Air Quality use case - ADMS Mod@

Name Step 3: air quali r&cast

Summary The procedquired to compute an
air @ prediction using a
numerigdl alr quality dispersion model

Preconditions Avai

ep 1 or Step 2

Basic course of the events

1. Select the local weather forecast
data from Step 1 or Step 2

. Prepare emission forecast data

. Configure the execution for the
period from fixed configuration -
grid output, parameter to
produce, ...)

4, Start the execution.

Alternative paj%

Use of weather data from Step 1 or
Step 2

Postconditions

Visualization of the outputs and
further processing (KPI evaluation)

Data accessed

Weather forecast from the WRF
simulation - Table 8

Data produced 1

2D concentrations maps of different
pollutants according to the industrial
site - Table 16

Local/remote resources

Local or remote cloud server
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Resource capability 1 node
Operating System and libraries windows

The most intensive part of the air quality use case is the WRF execution on HPC
servers, moving kernels presenting the main bottlenecks on accelerated
resources improves the overall performance. Further improvements would be
achieved speeding up machine learning prediction.
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5 Traffic modelling

Cities of today face ever-growing problems with traffic congestions. In Europe,
urban traffic congestion costs the EU nearly 1 percent of its annual GDP and
accounts for 40 percent of all CO> emissions. Statistically, driving in congested
conditions increases CO> emission by 80%. Travel times in mega cities during
rush hours are on average increased by 50 to more than 100%. And yet, the
concentration of people in cities continues to grow. In Europe, the percentage
of citizens living in urban areas will rise from 73% in 2010 to 80% in 2050 [17].
Smart cities should therefore continually validate their transport infrastructure
whether it satisfies the mobility needs of their residents at a sufficient level of
comfort. To evaluate the quality of the transport infrastructure, traffic mo
are used to characterize the road network by quantification of the fo
macroscopic parameters: traffic flow, density, and average speed (so
traffic model), ideally for all road segments and for each time interval $€.g.
every 10 minutes) in a day, week, and year. This model needs to be@?stantly
updated in time and refined based on newly obtained %s ics and
measurements. \;

Traffic modelling use case is the eco-system compwN f a mixture of
processing and storage components, which pose chall&pges®oth on big data and
Al computational processing. Big data sets nee be transferred across
components, efficiently stored, and readily é’able for processing. Al
computations need to be executed fast and nomically so that it is cost
efficient, and it meets a daily processing cy cause each day new data enter
the eco-system. Moreover, eco-system &,to be permanently responsive for
routing requests.

The baseline implementation sligh dified the workflow designed in D2.1;
the foreseen workflow has been re the number of steps to be performed:
actually, two steps have been ed in a single one, while previous Step 4 has

technologically equivalen e updated version is discussed in the remaining of
the section. \f:

Furthermore, duri g@: PGA mapping of the first experiments, it has been
recognized (in dation process) the necessity to support users in expressing
details about the garallelism aspects of the single steps and/or components. To
facilitate this elicitation in flexible and convenient manner, high-level forms have
designed as discussed in D2.5; the general goal of the requirement in to lower
the barrier in the exploitation of the EVEREST SDK while achieve targeted
performance goals.

been removed since it ii litatively inferior to current Step 4, while

1
51 Description of the application steps and related pipeline

In Figure 7, the main traffic monitoring eco-system is presented. It is composed
of 4 processing steps. Each step represents a workflow consisting of data input,
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processing component(s), and data output. The workflows communicate over
data sets. At the boundary of the eco-system is the SYG backend client, which
first, enters data into system, and second, uses the routing service.

The steps in place are:

e Step 1 Big data collection: processes daily incoming floating car data
(FCD) and stores them in a suitable form for a subsequent use.

e Step 2 Traffic simulator: produces reality close simulation scenario helped
by road speed data output from Step 1 and origin-destination matrix. As
an output it calculates traffic view for each road element for an arbitrary
time instance (3D model). At the same time generates training sequences

for learning traffic prediction on city intersections.
< on

e Step 3 Model training: ML Training of traffic prediction model base
training sequences generated by Step3.

e Step 4 Routing: process, which uses the model knowledge leaNed in
Model training to provide efficient route calculation for real-§ime”user

requests. Q

P
s 3
Big Data Processing P aF
< @ #

Traini ;" »k\
, @ LA
. L % ODM data ’ o,
Sygic (megabytes) |™ EC
(terabytes) ~ -
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. profiles byt
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Figﬁe@ﬁafﬁc monitoring eco-system

52 Data processedmth

Traffic modelling c@stem operates with several data sets, which can be
classified as bi requiring short-term or long-term storage), configuration
data, results, or r&al-time data.

pilot

521 Input dataset
The following defines input data for all steps.

Step 1: !
e Raw FCD data input: FCD big data arriving daily from an external
system, i.e., SYG backend, defined in terms of vehicle speed at a given
time instance and GPS position.

D2.4 - Refined definition of the application use cases 33



DESIGN ENVIRONMENT
FOR EXTREME-SCALE BIG DATA ANALYTICS http://WWW.evereSt-hZOZO.eU

ON HETEROGENEOUS PLATFORMS

-~ EVEREST

e Map data input: these data define road network topology of a given
city; it is subject to occasional updates.
Shared input for Step 1 and Step 2

Steps 2:

e Road speeds: pre-processed sequence of (envisioned) last 100 days of
raw traffic FCD data. It is the output of the step 1, which is a big data
requiring long term data storage.

e ODM data input: data characterizing traffic flow situation in a city
between critical points of traffic infrastructure, defined in terms of
number of vehicles on a route A-to-B within a time-period, it is subject,to
occasional updates. <

e Map data input: these data define road network topology of a gi
city; it is subject to occasional updates.

Shared input for Step 1 and Step 2
e Various configuration data. Q@
Step 3: \‘
e Traffic training sequence: generated sequenc fic data (speed,

simulator, i.e., the output of the step 3, which ig™ big data requiring short
term storage. @
Step 4: A

e ML traffic model: coefficients repre@]g traffic prediction models of a
large set road elements.

e Routing requests: routingem destination requests, which trigger

density) per each road element of the traffic ngtw r@duced by Traffic

the execution of the Intellig ting algorithm.

52.2 Output dataset
The following are relevant% t data

Step 1:
e Road spee Qe processed sequence of raw traffic FCD data, meant
primarily Intermediate data.

Step 2:
e Traffic training sequence: time sequence of traffic data per each road
element, meant primarily as intermediate data.
e Extended road speeds and densities - 3D model: average
characterisation of road segments in terms for speeds and densities for
the 15-minutes time instances across the day.
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Step 3:
e ML traffic model: coefficients representing traffic prediction models of a
large set road elements, meant primarily as intermediate data.

Step 4:
e GPS output routes: defined as GPS trajectories calculated from system
input requests given as origin and destination. It is the output of the Step
6, meant as system output resulting from real-time calculation of
Intelligent routing.

Intermediate data are typically generated by some workflows and consumed py
others, yet they can be treated as public output too.

53 Computational resources required for the application
There are four key computations in the system shared by 6 steps d@ri ed in

previous chapter: Q

Step 1:
e Big data processing ﬂ
processes daily incoming FCD data from an ex rwr and stores
them into a structure suitable for filtering and ick multi-pass access
scheme for other components in the traffic ing eco-system. Next,

it will execute map-matching algorithm t@a ert the FCD data into road
speeds on an underlying road network./T&Njs a batch processing, runs
daily, and should be executed in IessQ an hour.

Step 2:
e Traffic simulator %
runs the microscopic trafii&si lation of a configured city by moving all
vehicles on roads base alculated routes from origin-destination
matrix. The simulati @erates 3D traffic data for each major road
element of a roagknetwq@rk as well as training sequence for speed
predictions. S'B tch processing, runs daily for multiple conditions.

Step 3:
e Traffic prediction model training
through machine learning algorithms it calculates prediction models for
many road elements exploiting the training sequence generated by
Traffic simulator.
Is it a batch processing, runs dail}/ for multiple training sequences.

Step 4:
e Routing
computes efficient route based on the origin-destination request. It is
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tied to traffic prediction inference computation, which uses road trained
models to calculate prediction for a next hour. Routing is a real-time
processing of throughput minimally 1000 requests per second. Traffic
prediction is the macro-request calculating the prediction for all the

roads in a city at once.

5.4 An analysis of requirements

Starting with data:

The following are important data sets, which imply some storage requirements.

Table 23 Traffic monitoring use case — FCD data input

ID |ITEM DESCRIPTION P
D22 | Dataset name FCD data input
Dataset size gigabytes  \
Dataset description Raw data of vehicle spee ositions
Standards, format  and | CSV format &
metadata A
Table 24 Traffic monitoring use case — Map taim
ID |ITEM DESCRIPTION
D23 | Dataset name and reference | Map data j
Dataset size
Dataset description tWork topology
Standards, format and ed graph
metadata
Table 25 Traffic‘mon e case - ODM data input
ID |ITEM DESCRIPTION
D24 | Dataset name A ODM data input
Dataset size ﬂ megabytes
Dataset descrlp Traffic flow characterization on a set of
Q origin-destination points
Standar ormat and | CSV format
metadat;ﬁ
Table 26 Traffic monitoring use case — organized FCD data storage
ID |ITEM DESCRIPTION
D25 | Dataset name Road speeds

Dataset size

Up to terabytes

Dataset description

Road speeds organized in a temporal and
geo hierarchical structure
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Standards, format and | Nosqgl database
metadata

Table 27 Traffic monitoring use case - Traffic training sequence

ID |ITEM DESCRIPTION
D26 | Dataset name Traffic training sequence
Dataset size megabytes
Dataset description Training vectors for ML processing
Standards, format and | CSV format
metadata
Table 28 Traffic monitoring use case — ML traffic model output R C’
ID |ITEM DESCRIPTION
D27 | Dataset name and reference | ML traffic model
Dataset size gigabytes )
Dataset description Coefficients of multiple MENONPONnents
Standards, format and | CSV format X
metadata

xS

Table 29 Traffic monitoring use case - Traffic 3DAgro
ID ITEM DESCRIPTIOE@

D28 | Dataset name and reference | Traffic 3D, Rfofile

Dataset size gigabyteday

Dataset description Speed\ &) density & intensity of road
se ts

Standards, format and ormat

metadata ¢

Computational aspects:
The characterization of the @four processing components envisioned during
the project lifetime follows:

Py (\& Table 30 FCD data processing

Name N/ FCD data processing

Summary Convert raw data into well-organized structure
Preconditions Availability of FCD data

Access to suitable data storage

Basic course of the events 1. Open input data stream

Read chunk and store it

Filt?r out

Process through map-matching

Store into hierarchy

newN

Alternative paths -
Postconditions -
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Data accessed

Raw FCD data - Table 23
Map data -Table 24

Data produced

Road speeds - Table 26

Local/remote resources

EVEREST HPC and FPGA accelerated resources

Resource capability

Expected tens of cores

Operating System and | Independent of OS
libraries
Table 31 Traffic monitoring use case - Traffic simulator
Name Traffic simulator
Summary Generates traffic 3D model and training

sequence for learning traffic prediction mode

Preconditions

Availability of FCD data, ODM data an
network
Access to fast routing algorithm

Basic course of the events

1. Select the initial and boundar %ditions
for a particular time windo %
2. For each O-D pair calcula ews&d e
3. Simulate vehicle moveégcs for a given
u

time period on a ghﬁ@a
4. Save average floyystatlstics for each road

Alternative paths

Vehicle routes can b mically recomputed

Postconditions

- \U

Data accessed

ODM data - Ta 55
Map data - T, 4
Road spe able 26

Data produced

Traffic sequence - Table 27
Traffj profile — Table 29

Local/remote resources

PC and FPGA accelerated resources

Resource capability

ER
E&ﬂcted hundreds of computational cores,
tionally with combination of thousands of

accelerated cores

Operating Systenb&and Unix like OS
libraries
T 32 Traffic monitoring use case - Traffic prediction training
Name ' Traffic prediction training
Summary trains prediction models from training traffic flow

vectors

Preconditions

Training vectors available

Basic course of the events

1. Load latest model state
2. Train with updated training sequence for a
number of epochs

3. Save new model state
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Alternative paths Bayesian inference ML model instead of CNN
Postconditions Model provides prediction function
Data accessed Traffic training sequence - Table 27
Data produced ML traffic model coefficients - Table 28
Local/remote resources EVEREST HPC/Cloud (GPUs) and FPGA

accelerated resources
Resource capability Expected thousands of accelerated cores

Operating System and | OS with TensorFlow and Python support
libraries

Table 33 Traffic monitoring use case - Intelligent routing

Name Intelligent routing
Summary Calculates route from A to B on request
Preconditions Availability of map network

Access to traffic prediction model

Basic course of the events 1. Update cost functions of edg%e

2. Request prediction if not ca
3. Run routing algorithm ¢

Alternative paths -
Postconditions - < 5 p)

Data accessed Map data - Table 24, h
Traffic prediction moe&ena/Table 28

Data produced GPS route traject ?y“pér request

Local/remote resources EVEREST FPGA{&&\erated resources

Resource capability Automatic s IM based on current needs from
one to nds of accelerated cores or
hundr cores allocated dynamically

Operating System and Umx%

libraries

All processing component;ﬁ@andldate to be accelerated.

™
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6 Requirement analysis

Starting from the description of the specific use cases, it is possible to derive a
set of common requirements to be taken into account in EVEREST framework.

Requirements are distinguished on computational and data aspects, classified in
terms of priority levels and connected with EVEREST infrastructure and
technologies. Actually, different priority levels have been defined for the
development: “"Must have” are the mandatory requirements to obtain the first
working prototypes to have a baseline for optimization; “Should have” includes
the requirements that are expected to target for optimizing the baseline and to
achieve the overall EVEREST KPIs; finally, “Could have” are additi I
requirements needed to trigger extra functionalities that can further impr he
results.

In order to preserve/improve the readability of the Section, ne defined
requirements use an incremental ID starting from the ones defi \ 2.1, i.e.
starting from REQ15. They are listed in proper group of requiré& s although
the ID is not consecutive — as was at Mé6.

EVEREST target platform has to be considered as the s %ources that the
project accesses through collaboration with other pri&ects, the participation to
IT4l Open Access Competition, https://www.it4; /for-users/computing-
resources-allocation, partially also for Directors’ ion EVEREST project, and
the IBM FPGA resources on premises. EVERE hnologies can be considered

the set of tools and solutions that are curr upposed to be employed in the
lifetime of the project. G&

REQ1l: Resources for data and% utationally intensive scientific
computing - HPC computational %' es corresponding to at least 200-300
cores, with at least 2Gb per cor!%;his supports the execution of WRF predictions
at cloud-permitting (2-3 km)\@rjd spacing over synoptic scales domains (1000
km wide). WREF is at the of two up to three use cases.

REQ2: Priority nﬁ« workflow(s) execution on target computing
n

resources - Man

t of the execution of a set of EVEREST workflows on
predefined tim e execution every day, four executions every day, by
triggered event. mputation has a prescribed deadline in order to ensure the
effectiveness and the practical impact of predictions. This is a common
requirement to all the use cases.

REQ3: Resources for data intensive scientific computing - Execution of
ensemble of cloud-permitting grid spacihg simulations. At least 10 members are
needed corresponding overall to 2000-3000 cores. At the moment, this is a
requirement for two out of three EVEREST use cases.
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REQ4 (updated): Processing elements with big data storage - Data
storage elements provided with sufficiently large space (GBs) and flexible access
scheme to computation elements. Supporting efficient multiple passes as well
as random access over data as specifically required by traffic use case.

REQ5 (updated): Machine Learning runtime able to run on
heterogeneous hardware - Envisioned are the functions to create deep neural
network structure, inference calculation and gradient descent optimization.
Supported within the scope of tensor flow python coding.

REQG6: Services to ingest real-time input data from external sources -
Real-time data from external sources concur in the definition of the i t
dataset. As an example, SYG external system will need to feed in a wor&%low,
with big chunks of data on a daily basis. Suitable protocol and storage sk
prototyped. This is a common requirement to all the use cases.

REQ?7: Services for real-time request/response scheme - S @culation
will require real-time interaction with external subsystems, su&s he traffic
monitoring use case where there is the need to take into &€count client
requesting route calculation. It is necessary to improve the ughput.

REQS8: Orchestration at a single location with &eneous hardware
- Traffic eco-system will comprise of several cross— endent workflows. The
workflows execution needs to be orchestrated i@ one location so that the
system operates smoothly and uses efficientl&we available hardware, e.qg.,

FPGAs.

REQ9: Processing deployment fle &V - The deployment mechanism
should provide flexibility for targetin the technology. With reference to
the weather modelling-based us , the WRF model will be potentially
executed on HPC or FPGA sy ¥The same argument holds for the FPGA
execution of components of ine Learning inference workflows. This is a
common requirement to aj% se cases.

REQ16 (new): Com iolf flow with kernel parallelisation - Mapping to
target architectu the convenience and flexibility on parallelism hinted by
user. Applicabl ++, Python source inputs.

Table 34 Classification of computational requirements in terms Type, Priority, Technologies and
Methodologies

Id Type Priority Technologies/
methodologies used in EVEREST
REQ1 HPC WRF Must have e EVEREST HPC and Cloud
1 Infrastructure;

e EVEREST FPGA nodes;
e EVEREST DSLs and compilation-
synthesis flow.
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REQ2 Timing
constraints

Must have

EVEREST DSLs and compilation-
synthesis flow (for supported
kernels, cf. D2.5).

REQ3 HPC
Ensemble

Should have

EVEREST HyperQueue - if we can
describe this as DAG of specific
tasks (e.g., simulations, etc.);
EVEREST virtualisation of compute
nodes (includes API for
HyperQueue) for different
accelerators support.

REQ4 Optimization

Must have

EVEREST HPC and Cloud
infrastructure;
EVEREST FPGA nodes; N

REQ5 Optimization

Must have

EVEREST HPC and Cloud C
infrastructure;

EVEREST FPGA nodes;

EVEREST SDK (integration th L
framework and co- opt|

selected kernels);

EVEREST virtuali ompute
nodes (includes

HyperQueue d| erent

acceler to

REQ6 Streaming
dataflow

Could have

qnguages as syntax on top of

EVERES aJd CIoud

T SDK for Traffic use case
ntial extension to dataflow

streaming frameworks).

REQ7 Optimization

Should have

%QJ

@QQ

EVEREST HPC and Cloud
infrastructure;

EVEREST FPGA nodes;

EVEREST DSLs and compilation-
synthesis flow to accelerate
computation.

EVEREST virtualisation of compute
nodes (includes API for EVEREST
HyperQueue) for different
accelerator support;

REQS8 Optimizat4 n&juld have

EVEREST HPC and Cloud
infrastructure;

EVEREST FPGA nodes;

EVEREST HyperQueue;

EVEREST dataflow abstractions for
optimizations across workflows
(depends on REQ6);

EVEREST virtualisation of compute
nodes (includes API for EVEREST
HyperQueue) for different
accelerator support.

REQ9 Programming
convenience/
Optimization

Should have

EVEREST HPC and Cloud
resources;
EVEREST FPGA nodes;
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e EVEREST compilation-synthesis
tool flow for transparent
programming of different targets
(for selected components, cf.
D2.5);

e EVEREST virtualisation of compute
nodes (includes API for EVEREST
HyperLoom) for different
accelerator support.

REQ16 Programming | Should have e EVEREST DSL, C++, Python
convenience/ compilation-synthesis flow
Optimization e EVEREST DOSA and Olympus

synthesis towards FPGA 2

data related to the pilot use cases (e.g., wind farms positions and com
air quality data, traffic data) must be anonymized for sake of industria
This is a common requirement from all the use cases.

REQ11: Data ingestion - Observational data either for assiw@ purposes
and for workflows validation scope have to adhere to a minim set of principles

(format, size, time and spatial resolution, quality contr ality assurance)
to be further ingested and used into the different work s €e.g., new radar
data must be in GeoTIFF etc). At the moment, this\%requirement from two
out of three EVEREST use cases. @

REQ12: Data transfer among the diffe@ model instances/steps -
Efficient data transfers among workflows -piNg,J different software components
and computational nodes. As an exampl *ge data volume at cloud permitting
grid spacing must be moved for equent post-processing using ML
algorithms. This is a common requj t from all the use cases.

REQ13: Access to historical K{t€a - Data storage needed for historical data at
the base of different mode Ii@s eps: initial and boundary conditions for the
weather modelling instaneé%to train and calibrate the ML steps, to validate the
overall workflow(s). Thi¢ is a gommon requirement from all the use cases.

REQ14: Mechan r uploading and downloading data - Workflow’s
output such eather prediction, training sequences and model
characterization Bs) will be of interest for subsequent download, e.g.,
dissemination purposes, additional post-processing. Similarly, some
computations will require handy data output, e.g., map topology (MBs). This is
a common requirement from all the use cases.

REQ15: Shared data storage - There is a need to share data among the overall
workflow components. An example, for the weather-based use cases, the
observational data are required both for the WRF model and the AI models. The
same happens for the traffic eco-system that has to share global state between
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particular components running on a single location. It is required an effective
distribution of the shared global state targeting different architectures.

REQ17 (new): Data integrity - The integrity of the data must be ensured. To
this end, the use of appropriated technique such as the ones based on anomaly
detections has been proposed, since such techniques will also allow to catch
spurious data which could alter the performance in some use cases (for example,
in the used case of the energy production).

Table 35 Classification of data requirements in terms Type, Priority, Technologies and Methodologies

Id Type Priority Technologies/
methodologies used in EVEREST A

REQ10 Data Security Must have e Data must be passed to the
EVEREST environment alr
anonymized, it could be ve
interesting to explore the pos$bility
to integrate into the p&gsey for
loading the data verify
the anonymity. &

REQ11 Data interoperability | Could have e Control of thequles®n input data
could be int ted into EVEREST
parser diny the data.

REQ12 Efficient data transfer | Coould have e EV and Cloud
infr ture connected with

iated communication
S
REQ13 Large dataset/ HW Must have Q EVEREST HPC and Cloud
capability & infrastructure;
\ ) |« EVEREST FPGA nodes.
REQ14 Data transfer Must ha e EVEREST HPC and Cloud
(b infrastructure should support access
to data form authorized parties.
REQ15 Optimization @d have e EVEREST HPC and Cloud resources;
e EVEREST FPGA nodes;
% e EVEREST HyperQueue.
REQ17 Data Security Must have e Data integrity will be ensured with
& appropriated techniques such as
'\ Q anomaly detection

?
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7 A roadmap to exploit the EVEREST technologies

Leveraging on the specific requirements posed by the use cases, it is possible to
derive the results achievable by the means of the EVEREST programming
environment and computational platform. In the following, for each use cases,
a set of objectives are defined and discussed in terms of methods required to
achieve such goals, related priority, and the of metrics/KPIs that can possibly
support the evaluation of the effectiveness of the EVEREST ecosystem.

7.1 Renewable-energy prediction

Although renewable energy is considered to be the most promising alterngfive
to fossil fuels, it also brings additional unpredictability which threa@
-

€

reliability and stability of energy systems, especially with the increasi e-
scale integration of renewable energy. On the one hand, renewable elergy
exhibits strong volatility, intermittency and randomness, which will %dubtedly
increase the reserved capacity of the electric energy systems, th@mcreasing
the cost of power generation. On the other hand, the use of fren®&wable energy
involves a large number of power electronics, which red%s; the rotational
inertia of the power system and thus reduces the stabili&@r of the system.
Therefore, renewable energy forecasting as an effectidg méeasure is essential for
mitigating related uncertainties, which is conduci lanning, management
and operation of electrical power and energ @ems. However, accurate
renewable energy forecasting remains a chall task due to the intermittent,
chaotic and random nature of renewable e@ data intrinsically associated to
the corresponding highly fluctuating pr ility of the atmospheric forcings,

namely wind speed and direction as solar radiation.
Forecasting models are used acro% tire value chain of wind power, in
.&50r Generation purposes, the forecasts can

generation, transmission, and lgad
be used for turbine control, %agement of wind farms, feasibility studies,
maintenance planning, an tricity trading. In the transmission network,
forecasting can be used‘ﬁthe wholesale market for market clearing and
electricity trading, andN\by O/DSO for grid operation, economic dispatch,
reserve requireméqti\detisions, and other grid decisions.

In this complex comtext and based on the state-of-the-art, DUF has the ambition
to implement a proprietary service aligned and possibly outperforming the
state of the practice in the prediction of wind power. In the following we provide
a list of possible steps at the base of the design phase currently in place.

Firstly, the choice of forecasting models is not trivial and depends on the
intended applications and hence the time horizon, [9]. Most of the literature
analysed is focused on medium-term forecasting from 1 to 72 hr ahead, and the
majority of the literature in this horizon has been published in recent years.
Combining models across all forecasting horizons, most of literature shows how
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the timescale or time horizon affects the use of certain types of methods such
as timeseries based models are only present in nowcasting (1-6 hr ahead) and
short-range forecasting (6-48 hr ahead). The design of the application is
predominantly focusing on the first-time range.

Timescale of the forecast has an obvious impact on the processing times required
by the model; current and future energy markets require a continuous update
of the wind power forecast of the hour ahead, so this is a basic constraint in
timing of assimilation and processing data. The exploitation of the
computational heterogeneous resources shared in the EVEREST project
represents the enabling infrastructure to tackle such intensive

application.

A further and mandatory consideration relates with the accuracy of the find
power forecast: its estimation and a clear path to evaluate it are necessa Q/
to validate the entire application, [11]. According to DUF experienc@AE
(Mean Absolute Error normalized by power capacity) is the most used @ evaluate
the accuracy of the forecast, in comparison with the other com &ervices
available in the market. NBIAS (normalized bias) could be us@intercept
systematic errors. The target is to achieve, with respect{o stich metrics,
values that are comparable with the best predictigon by DUF.

Many experimentations have been performed to actu develop and deploy the
baseline version of the energy production us . However, the main
objectives of the use case are not changed ar@e few more methods have
been added. In particular, in Objective Ol.ZQe xperimentation of ensemble
approaches has been decoupled from theﬁn-I ion of algorithms and methods
employed in the workflow. This choi otivated by the fact that their
priorities are deeply and strongly diff: c@s emerged during the development
phase.

Furthermore, it has been enforged ®e requirement about secure data transfer
with the check of the pé& anomalies occurred in the observation
collection/transfer. This hj% n translated in a new method of the Objective

éox
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Table 36 Desiderata envisioned of the Renewable Energy use case

1d Objective Method Priority Baseline KPI Notes
f;g?;:g::g:;gtf?cﬂf_ Availability No baseline available at the
literature to understand | Must Have N/A document with beginning of the project, an
the most interesting state of the art assessment of the} state of the art
and promising trends analysis and SWAT analysis was needed
The implementation —
01.1 of a DUF proprietary g::p]?a;Zé?i?:etri‘r? state Presence of a
: application for energy |. P comparative
production prediction industrial sector to be analysis for the
aligned and possibly Must Have N/A different methods
outperform the current X
scenario and Q|fferent
providers
The design of a Presence of_ che No pas_eline available_ at the
specific application Must Have N/A deployed within the |beginning of the project, the
workflow Eve_rest case have been developed fr;
environment scratch N
ML algorithm
. Kernel Ridge with | Quality
and Légggf:?j?#'erlgeniros Must Have G_aussian Kernel improvement of the | Power generation fore
models and approaches W|thout_pre— W|nd_ Fgrm Energy |accuracy
processing and prediction
post-processing f’ \
The selection of the Comparison | Wataset
The focus is on daily proper methods, . Comparison _Quality dimens g d features;
day ahead forecast metrlgs and algorlthms Must Have among different |m_provement of the | Deep urrer_\t Neural
01.2 (24 hrs day ahead) to be implemented in ML algorithms Wind Farm Energy |NetwoM@XG st algorithms
timeline * the workflow for this prediction have bee ed, besides
temporal scale K(ﬁnel-Ridge.
e\execution of a small
Qualit ble run of WRF simulation
The evaluation of Baseline Ruaiity t s a quite huge amount of
probabilistic ensemble | Could Have |prediction without W‘iﬁg’;eme%ner tational power. At this
approach ensemble model R4 stage of the project, it was not
predictio N !
possible to obtain such a number
of FPGA-accelerated cores
Evaluating the most
intensive models and 0%
Ezgﬂi:t(:r.ig.aggrzlzl)cs i ‘ exec n to pe Not .a'II WRF can be accelgrated,l
selected for WRF Must Have WRF CPU version elerated with profiling of typical executions will
Effective run of the modelling for cloud- E;:hiilsc;;y be used
service in terms of resolving (1-3 km grid
computational spacing) applications
01.3 |performance The optimization of Performance and
efficiency with a such kernels and
e o Must Have energy
specific focus on the | models within the Improvement
WRF workflow EVEREST platform
The exploitation of R
the EVEREST platform Avafiability end-to-
to support Must Hav CPU version .
meteorological with accelerated
workflow N modules
Compare the -
EVEREST forecastin, Availability of End-
performance ove to-end Workflow
selected period lncl_ud_lng_data No _complete workflc_;w was
selected Wi Must Have N/A a55|m|I_at|on, WR!: ava]IabIe at the beginning of the
terms of execution and Wind | project
and pr i farm_er_1ergy
ﬁrecazt& prediction
Prediction accuracy elmTtatlon of
01.4 |comparable to th‘ ing components Availability of the No data—_assimilation corr_mpo_nent
state of the practice r observational data Must Have N/A component V\rl]as av§|lable at the beginning of
tdpPe assimilated into the project
the procedure
Implementation of % of injected
adequaﬁ:seiufi]tyo 0 Workflow without anomalies that are |The m_odule wi_II be usgd_ for
policy during Should Have |Anomaly detected qnd count g:letect‘mg possible mahqous data
observation Detection module of anoma!|es |nlgestl|on, and for cleaning
collection/transfer detected in historical data
historical data
Availability of the
Exploiting of the End-to end FPGA exploitation at least of one
EVEREST computing 1 execution of the component, complex
platform in support of | Must Have N/A energy prediction orchestrator of the different
the overall modelling workflow using component, data transfer of the
workflow EVEREST hw/sw daily in-situ data
platform

* The WRF model is run once a day and this of course impacts the time-range of the forecast of the energy prediction, focused on the day
ahead horizon. The possibility to execute the WRF more frequently leads to advancement also from this point of view.
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7.2 Air-quality monitoring

Manage an industrial process in order to reduce its atmospheric impact is
generally not possible in real-time and requires several hours to be adjusted.
Moreover, identify meteorological conditions (in terms of wind, atmospheric
stability, etc.) not suitable for air dispersion is not easy, since it is a complex
phenomenon which depends on numerous factors, such as the height of the
emission, its temperature and velocity release compared to the atmosphere, just
to name a few.

Starting from meteorological conditions, they have a local nature. A condition
can be then good for one source but not for another one, or good when we
consider a distance below 1km from the source but not beyond. Anticipatiop®ef
risky situations is then performed by numerical forecast simulations. O @
point is then the forecast of meteorological conditions. Simulatios{a

scale in the vicinity of emissions sources means to simulate air dispersi ta
distance which generally do not exceed 10 km. Most of the standa eather
forecasts provided by National Weather Centers have a spatial
resolution. In addition, most of the observations assimilated in e forecasts
correspond to surface observations from national weather network with a sparse
spatial cover. For example, in France, the automatic qns\are installed on
airfield locations which are naturally far away from Agdu | sites, while local
weather observations may exist at an industrial site I%M has the ambition
to face against different points to reduce ertainties related with
meteorological predictions, with a focus on qua&&o the forecast, especially on
wind direction and wind speed which are ir@nt for air-quality dispersion.

To do that, it was decided to: 1) Ip % e the spatial resolution to better
represent local effect such as slopes peze, etc in the initial WRF execution.
2) Improve the assimilation part i ynitial WRF execution by switching to a

simple nudging of the observaw to 3DVar approach. 3) In a second step, to
apply a machine learning @o consisting on an ensemble aggregation of
various weather forecastsA%ed by local observations.

Quality first of th V@recast and in second time of the IA approach will be
performed bas MSE (Root Mean Square Error) for different weather
parameters for a'sglection of industrial sites for which local weather observations
are available.

Concerning the WRF execution, the consequence of the applied choices is
naturally an increase of execution time. The exploitation of EVEREST platform
with the support of the WRF acceleration by FPGA is thus important to
maintain a reasonable execution t{ime and even to reduce it (and to
reduce it strongly on initial WRF workflow with no change on assimilation and
spatial resolution). Provide forecast as soon as possible in the morning is a key
point for industrial sites in their management procedures.
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The impacts on air-quality forecasts will be evaluated through two metrics over
a selected period: the reduction of false forecasted pollution events, and the
increasement of true forecasted pollution events

Table 37 Desiderata envisioned of the Air-quality Monitoring use case

D2.4 - Refined definition of the application use cases

Id Objective Method Priority Baseline KPI Notes
- Availability of data
?S:\'I:'l[:é;ﬁ?ypgffggure Due to the execution time,
Pushing to the limits of data EV\?EVF?IlEISrWI'o;i:]nalezt?Onn with
Improved spatial meteorological predictions with NUM forecast at | - Stability of the new only assimilation, one with
resolution, a fine resolution (at least 1-3 3km without execution only IFS. one wit’h onl
02.1 |initialization and km) to be more representative |Must have |data - Improvement of the im yrovanent on's atigl
forcing of weather of local predictions, add assimilation prediction: comparison respolution A Eva'Tuatio
forecast assimilation procedure, add IFS and GFS forcing | of RMSE on wind of erforn;a.ﬁ.c'e will
forcing direction, wind speed P 1 bined
and air temperature concern afl combine
. effects
between baseline and
EVEREST execution
Evaluating the most
intensive models and kernels Percentage of the WRF same as Q1.3 since
(e.g. physics WRF CPU execution to be objective is gglated t
parameterizations) selected for |Must Have version accelerated with WREF that i shgred
WRF modelling for cloud- EVEREST technolo rogs the two
Effective run of the resolving (1-3 km grid spacing) 9y
service in terms of applications
computational 1.3 since this
02.2 |performance The optimization of such Selected WRF- Performance and joQgre is related to
efficiency with a kernels and models within the |Must Have |Kernel CPU energy Improvement WRF that is a shared
specific focus on the |EVEREST platform version gy Imp component across the two
WRF workflow A UCs
ame as 01.3 since this
The exploitation of the End-to-end bjective is related to
EVEREST platform to support Must Have |WRF pure CPU |exe n with WREF that is a shared
meteorological workflow accel modules component across the two
UCs
Moving towards Design IA methods to exploit No ensemble AN Ense.mbl.e model is built
- ! . X ilapility of an considering NUM forecast,
ensemble prediction |fine and coarse meteorological model availabl
02.3 and AI machine rediction forced by local Must have in the baseljpe Rt el EVEREST WRF forecast,
k p . Y . rediction MeteoFrance Forecast and
learning approach observation implementa GFS
Implementation of ensemble No ble C‘.’mp?r's"'.‘ of RMSE on
- wind direction, wind speed
aggregation method for m la le | Improvement of the X !
predictions at local scale with Must Have L h eline |quality for prediction and air temperature
downscaling approach im ntation between baseline and
9 app EVEREST execution
Running also multiple WRF
- N semble Capability of the forecast for the ensemble
E;(rp\,':oﬂ?r? Oflgt]fifr:wllzisii-r ort h model available | EVEREST platform to requires more resources
P 9P 1 supp in the baseline |generate WRF than what are available
of the ensemble prediction . -
implementation | ensemble models from the prototype
platform of the project
Exploiting of the EVERE ?(:Irgelcnaas!ting on fsopree?:gls‘ltpi)ncz;f \Evr;fh
computing platform i 0 Must Have R
of the WRF workflo CPU on NUM possible use of FPGA
HPC server acceleration
Availability of the end-
Original brediction workfiow
Exploit f the E EST Forecasting on Dh loits th
- . g a in support NUM resources that exp 0|t_s t_e
Predictive capability modellin Must have without EVEREST distributed
02.4 |better than the 9 anomal computing platform,
current service d Y including an anomaly
etection -
detection module to
N secure transfer of data
,Full statistical assessment Original zﬁiz;g&nocf’ff;;?ber of Large set of historical data
of the added value of EVEREST Deterministic X and runs should be used
< Should X pollution events and s N
forecasting and ensemble Forecasting : within a selected period
. . have increase of number of .
forecast on simulated air based on NUM forecasts of real for a full statistical
quality forecast " assessment
pollution events
1
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7.3 Traffic modelling

Traffic prediction often suffers from serious imprecisions due to, first, being built
on top of imprecise, simplified, outdated traffic models (often reduced to
so-called speed-profiles), second, not exploiting big data and real-time data
at its full potential. The reason is the computational complexity of such
calculation, which needs streaming of large chunks of data and an application of
expensive machine learning (ML) operations in training, in real-time and in near
real-time. Another problem is that some critical data are just missing or are very
approximative such as origin-destination matrix. Another further improvement
to the overall system precision could be obtained taking into account weather
conditions. The methods, which can synthesize or refine such data boil d
again to the category of high computational demand, such as Traffic si
which learns missing traffic patterns over multiple runs to reflect reali
on reference sequences from observations (using AI components s
Bayesian inference, neural networks, gradient descent, maximum Iik@ood).

SYG envisions EVEREST as an enabler for the replacement of criﬂﬁg omponents
of the traffic modelling framework with the most powerful coymterparts (typically
of AI origin), as well as a tooling for an optimization o w in and out of
the processing elements. This has to consider not o movements in terms
of predictions but also costs and programmability eff%'

The objective is to create the traffic modelling &A—system comprised of several
critical computation components, such as I@ processing, Traffic simulator,
Prediction model training and inference, Igent routing. The conjunction of

these components, accelerated as in s ation, defines a product which can
update traffic model and its service aily basis, overnight. This is what
with today’s market offer takes pa@ ong and with limited quality. Our eco-
system benefits from tightly pled real time data acquisition, followed by

into services.

Current market trafficiview s represented with statistical speed profiles and
statistical predictj ng the acceleration of critical kernels, we incorporate
real-time inputg game making traffic view and prediction more precise.
Use of ML algorithgms, now enabled thanks to EVEREST, will further increase the
precision of our solution.

SYG envisions EVEREST as an enabler for the replacement of critical components
of the proprietary traffic modelling framework with the most powerful
alternatives being of Al origin, as well as a tooling for kernels’ accelerations. This

also relates to the improvements in terms of saving energy costs and
programmability effort.

immediate data processing 3@rated with EVEREST and finally directly turning

The refined objectives follow. In comparison to D2.1:
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03.3 has been alleviated in terms of “could have” annotations due to

[ ]
prioritization of computation optimization to data exchange optimization.
e 03.4 has been added, due to emergence of challenges in FCD big data
processing
Table 38 Desiderata envisioned of the Traffic Modelling use case
Id Objective Method Priority Baseline KPI Notes
Optimized stream of
queried data from big data Availability of the
sets into processing Must Have | N/A module
elements
Before the project, the
non-deterministic version
- - of the traffic simulator
Exploitation of an external Tr-afﬂc simulator Ava|labl!|ty Of. the used only PTDR
N S N Should without the neural integration with a R
traffic prediction service N algorithm. The new
have network Traffic neural network . X
for each road L ) L deterministic vers, f
Prediction Traffic Prediction K
Improve the overall _the simulator h
erformance of integrate both
03.1 pertorm - Traffic Prediction.
traffic simulation -
model The basglme refers to
Number of the maxim ount of
Evaluation of performance 50K vehicle on a single |vehicles possible |vehicles th&wa
for traffic simulation test | Must Have |instance of the original |to simulate thanks i ate
case traffic simulator to EVEREST rovements
improvements within the
Improve overall system Traffic simulator Availability of This objective is not‘ part
L . - R of the EVEREST project,
precision by incorporating | Could without weather weather fore il
owever it will be
weather data from WRF Have forecast model modu ed
aluated the effort and
model connected to the sifulat N L
pact in having it
Employment of
accelerated Al
computation kernels as
enabler for a fast loop . 5
Improve the overall calculation. The utilization Must have | CPU execution (Pytro splall programmer
erF;ormance of of heterogeneous Fort prog
P architectures with efficient
03.2 neural network
" s data management
traffic prediction Evaluation of
model training computational Speedup w.r.t.
b ﬁgrmance precision CPU b swehtial | CPU based, %
mrA Anarmy meek with Must Have | exegmig 0K energy saving
Exploiting of an effective
EVEREST computing Availability of end- | Before the project, the
platform to support Must Ha to-end WFs for the | modules where available
distributed computation Traffic use case as separate instances
and optimized data flows
Improve data g - Availability of
03.3 ma”agte”t“,e”t 2" |Availability of EVEREST almost
' computa |02a d module that manages Have | N/A transparent
services an reffuc? data exchange from al accelerator
programming €ffort | accelerated kerd&s integration in the
application code
Heterogenous resou #kernels mapped Evaluated kernels are
to be exp No FPGA accelerators in | to FPGA using the ] L
Must Have the code Everest Traffic Prediction,
MapMatching and PTDR
Framework
N " Availability of
iterbi on, Dijkstra and Must Have | Map Matching on CPU FPGA accelerated
Improve the overall V|terl ! components kernel
erformance of ynmg Hidden Markov
034 [P : odel.
map matching
kernel Evaluation of Speedup w.r.L.
- CPU based sequential | CPU based, %
computational Must Have | execution of 20M FCD | energy savin
performance and energy N ergy 9
cost points using FPGA
acceleration
Acceleration of PTDR
kernel Including Availability of
Imbrove the overall Montecarlo Sampling for | Must Have (I;TILDJR((I;/If:';ecarIo on FPGA accelerated
p time to destination f kernel
performance of the estimation
03.5 probabilistic time Speedup Wt
dependent routing | Evaluation of CPU based sequential P p w.r.L.
- - CPU based, %
Kernel computational Must Have PTDR execution of energy savin
performance and energy several thousand usin g)II:PGA 9
cost requests g s
acceleration
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8 Conclusions

The deliverable has revised the status of the EVEREST use cases, after the
baseline implementation. As a first step, we updated each use case as a workflow
with individual schematic components. Next — for each of the use cases - we
specify the data used at the input, the data produced at the output, and the
computational resources required to execute the application(s) on the EVEREST
target system.

Based on the analysis of the individual use cases, we refine the overall list of
requirements; such list contains the ones already elicited at M6, the refined ones
(i.e., REQ4 and REQ5), and the new ones (i.e., REQ16 and REQ17).

The requirements have been divided into computational requirements and gata
requirements, which simplifies the association of those requirements wi he
EVEREST workpackages that address them. Q)
In order to drive focus and execution within the project, we classifie® the
requirements in terms of priority levels and their connection, wj EREST
infrastructure and technologies. Three priority levels have beer@ed for the
development: “"Must have” are the mandatory requirements to ain the first
working prototypes to have a baseline for optimization; “S d have” includes
the requirements that are expected to target for optimiA hg baseline and to
achieve the overall EVEREST KPIs; finally, “Co h&dve” are additional
requirements needed to trigger extra functionalitie an further improve the
results. The renewable energy case has 11 "mu %«e” requirements out of a
total of 13, the air quality case has 8 "must h equirements of out of a total
of 10, and finally the traffic modelling has &ust have” requirements out of
a total of 13. &

As a final step, we stated the overal tives in each of the use cases and
which EVEREST technologies are u complish these objectives; we also
translated such objectives in a set (?&P to support the evaluation task in WP6.
The renewable-energy predic@g&e case has been developed from scratch; the
proper use of ML methods large (observational and forecasted) datasets
and the effective run of th‘é&SRF model represent very promising requirements
to achieve a competiti U¥ proprietary service. Furthermore, data integrity
has been recognizZed new requirement in order to improve the robustness of
the system as to replace suspicious data (REQ17). This will ensure that
there will not be Myissing data, thus improving the overall performance.

The air-quality monitoring instead has the ambition to face against uncertainties
related with meteorological and pollutant predictions. NUM aims to exploit the
state-of-the-art artificial intelligence methodology to merge data from different
sources and at different scale, while considering the advanced use of data
assimilation, ensemble and down-sciling techniques, and high-resolution
weather forecast to improve their service for local air quality prediction. In this
case, heterogeneous resources and complex orchestration tool represents key
requirements. The use case exploits resources external to the EVEREST
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infrastructure; therefore, a high priority has been confirmed to REQ14 (data
transfer) and data integrity has been recognized as nhew mandatory requirement
to improve data validity.
The traffic modelling use case moves towards the replacement of critical
components of the proprietary traffic modelling framework with the most
powerful alternatives being of Al origin feed with real time and near real time
stream of data. This has to be accomplished with the possibility to access further
data (again observed or computed in a more accurate manner) while guarantee
the access to resources in a simple way. Furthermore, due to the complexity of
some components, the possibility to express convenience and flexibility for
kernels’ accelerations has been recognized as a mandatory requiremgnt
<§ ts

(REQ16). This also relates to the improvements in terms of saving energy gos

and programmability effort. SYG highlights such enabling require
update their proprietary service.
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