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The LEXIS Platform

Easy access to heterogenous computational workflows
execution
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l_x- Executing workflows for the EVEREST project applications

s THE PLATFORM

USER: MARTIN GOLASOWSKI O Locout

Workflow Execution: 5-EVEREST_Traffic
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s THE PLATFORM
Rich European Ecosystem unable to compete / "l
1 M 1
Private O tors intearating with high due to extreme fragmentation and lack ! Services !
jevel of coherence: pPeaherence { &Research
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+ Data Centres ! ',' ! (@) I
+ Software stack ',' ‘. oo o ' PP ! ',' OOO /
* Security ! I !
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/ Computing Farms | ,"' ;
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. No operator has a critical size / Silo culture
Mix of private and publicly funded operators

Very difficult to address the Digital Continuum
No Sovereignty possible for Europe

>80% of European Market
in US and Chinese hands
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THE LEXIS PLATFORM CONCEPT

Services & Research

LLXT
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Data Centres
HPC/HPDA \
LEXIS Platform Federation O ® O‘ © o)
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HPC !

F LEX]

1
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Software

Centres
/ Cloud Computing Farms \

Google
Alibaba . .
» A Federation of Infrastructures including Research and Services, with
Software Stack,
« Building Coherence, Solving the Private/Public difficulties
+ Performance, Openness, Orchestration, Coherence, Security for the full
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[EXT THE LEXIS PLATFORM: Timeline

s THE PLATFORM

2018 - LEXIS Platform concept

* Technical Concept

* Creation of a Consortium - 17 members, from Germany, Czech Republic, France, Ireland, UK, Italy,
Switzerland

» Submission of the LEXIS Project to the EU Commission - Programme H2020
* Approval by the EU Commission - total budget circa 14 millions € - Grant agreement 825532

» Coordinator: IT4lnnovations - National Supercomputing Centre of Czech Republic (Dr. Jan Martinovic)

2019 - Start of the project - 3 years timeline o
£ ECMWF HPC and Cloud

AtoeS

* Project ending December 2021
+ Completion validated by the EU Commission June 2022

. . . . Infrastructures \
» Exploitation post-end of project: starting now @ Outpost24
Weather
and Climate CYCLOPS
2022 - Onward N meee
s’_: -\ Earthquake and Open Call E-I TESEO
« Technical tuning & development . .
. . Aeronautics EURAXENTN
* Enrolling new partners (Infrastructures, Data, Services) o A s
» Structuration of legal entity AVIO Aero3’
- Funding P e
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LLXT

s THE PLATFORM

From inception LEXIS has been built by an
ecosystem made of representants of:

* Industries, (4)

THE LEXIS PLATFORM: an Ecosystem for an Ecosystem for the Digital Continuum

* Research Organisations (6)

T4l

Supercomputing Centre

AtOS

Atos

Industry

Links

PA

LINKS

Research Organisation

EIFFAGE

=l TESEO

TESEQ

Industry

» Super computing centres (4) m Pan ECMWEF
+ Service companies (4)
* SMEs and Start-ups (5) : h“OL"'“ o Ulv » \HALJ. .
The LEXIS Platform will further develop by
capitalising on: o] AASASTER GFZ
. Existing partners, Forsoim
* DeveIOping the number Of infraStrUCtu res as Researcr:g:Aanisnion Industr huZ isati Researchig:‘anisation
members of the federation, o ' e e ’
» Strongly reinforcing services by welcoming new
Service partners,
« Increase technical ways for integration, @) Outpost24 savncoreLnss AUMEech
interconnections and cooperation with the EFELOPA
addition of new components to the federation P~ T BAYNCORE NUMTECH
via development of APIs, S S She sme
+ Digital Sovereignty European framework (GAIA-X
or else).
(\ |CH EC EURAXENT N
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Lx- Key Points of LEXIS Platform

s THE PLATFORM

Dynamic, complex Cloud- & High-Performance-Computing /

Big Data workflows 4 Workflow A
« Orchestration in geographical federation with YORC, HEAppE - mm <
* Real-time deadline-aware workflows, etc. ¢ = Data
- -
- Cross-site (meta-)data federation . - )
« Distributed data management and data discovery with EUDAT/iRODS @
- Data transfers accelerated by Burst Buffer nodes; FPGAs/GPUs for on-line processing

Web portal and interfaces for workflow set-up / execution
« Unified access to all services via Keycloak-based LEXIS AAI

Easy HPC/Cloud access for SMEs/Industry - Big Data for ‘
everyone
- HPC-as-a-Service approach HPC Clusters

« Control over resource usage
« Fine-grained accounting and billing for multiple HPC centres with CYCLOPS
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Lx- Platform architecture overview

s THE PLATFORM

LEXIS Federated data infrastructure

/ VSB TECHNICAL | IT4INNOVATIONS . M " b R h ] R
UNIVERSITY | NATIONAL SUPERCOMPUTING ei mz Rechenzentrum .
/— I|||| OF OSTRAVA | CENTER ) \ et hd Federatlon Of European

 omraten R ) w0 = U<rl onere,_ [ "o ‘ computing centres
data providers B2Stage
Other client r war e - — = . T —— . .
data providers o »_;::; v 2 e L2 o 3 E L seme L_sm:«-,) - =~ = = = | * HPC&Cloud service providers,
e GaETy =) Data providers
: 0 oy O W N way | g = Gat W ww . war ¥
5 % 2 o TE o T o o o ) HEE% g | R C
%] + Unified & distributed data
teewall | j R o w - Filtered - m
ST cumormonters. | {~3 - >0 O —;;;s—,é_,_;ﬁﬁﬁ management
= L e : Orchestration
CECMWF l e e /

"

0umed ﬁ
Weather &

| Climate Data ="
Q

DDI/
iRODS

‘ Ethernet

» Federated Authentication &
/ Authorization Infrastructure

‘ (AAI)
+ Masking of technical and

Géant / Internet

O

operational differences across
organizations
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Lx- Orchestration service & workflow management

s THE PLATFORM

| i
. . . . I:’I i 6’ Public Net i
+ Execution on geographically distribouted . SR I \ !
HPC and Cloud resources | Components | | |
« Cloud: via OpenStack | Jim ;5‘8‘ . ! i HEApPE | !
et s s s | 5o \NS™ @ ' ' Job |
bU||t'|n Intel’face ! TIT .’, cee ! ! Docker ° '
« HPC: job execution is mediated by D tompute | hetwork | |, i | Catalog | i
HEAppE middleware a I ) ) ! - i i
! :I,/’/ : CopyTolob 1 :
- Data management and orchestration T 'ﬁ‘ ; i
policies N A4C o Compute | i
- Leverage the LEXIS DDI service for \l’/ be """ N ‘
. configurable
an effective data transfer N ]
between systems T VirtualMachine @
« Placement of workflow tasks on S Workflow execution e
the most suitable resource ! D | e o
: PRS- 4 LA . ] u O e, 8 a8 a0 o & =% : a | % @ cpu_frequency Z Hzv
: ~ sendJob... ™ submit e run ™ getResults M _.dcreate _’::nfigure _'dstart r /> start r _'@ : %|® || disksize B~
: ‘ ‘ L 4 “ : a % @ mem_size Z B~
https://github.com/alien4cloud/aliendcloud ! ‘ ‘ ‘ ‘ ‘ | | o = e
httpS . / /githUb . Com/ystia i send dataset submitjob  wait for job get job create Virtual Machine install and start copy job results to VM i a w ® type @
1 0 job input on infra To complete results on OpenStack ocker and run a docker container 1
http . / /heappe . eu : td:rectofyt HPC e plet t OpenSt: D t : a, oJ‘ @  distribution ’
':ja iJ li. min_instances o 1 ?E -
e 9 = max_instances 1 :/n .
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l x LEXIS Security requirements

s THE PLATFORM

« Custom AAI solution with trusted access to HPC with Pl approval

« Security-by-design

|
« Zero trust, minimal attack surface, separation of concerns N— ")
' 1
b MOdern frameWOI’kS — LEXIS Portal &)
|° VPN Galeway | | Revct:;eﬁox-{}d—i‘ Froatin 3 |
« HPC infrastructures are protected I
« Isolated by the HEAppE middleware (developed in IT4l) | f‘
- Deployed in both IT4l and LRZ e

LEXISAPI &
Reverse Praxy ™

* Flexible

|

» Blurs differences between HPC centres | £]| ‘ e ) [ st | L;:;;lgm@

 Provides SSO across the LEXIS federation

._ 4 / l
. $1S JWT COMPATIBLE c {(CLOAK = ;
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l x Distributed data infrastructure

HPC Cloud

HPC Cloud
Burst
buffer
orchestrated
via staging
‘ l REST API ‘ l

IRODS
Servers LRZ

w
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Lx- Pilot use-cases

s THE PLATFORM

Computation Fluid Dynamics (CFD),
Rotating parts (gearboxes),
3D Visualization

Earthquakes & Tsunami prediction models,
geographic and urban databases, emergency
organization, urgent computing

Weather & Climate

Weather & Climate models (WRF) and various
post-processors for flood, wildfire &
agriculture applications

VSB TECHNICAL ITAINNOVATIONS
|| || UNIVERSITY | NATIONAL SUPERCOMPUTING
OF OSTRAVA CENTER



Lx- Aeronautics Large-scale Pilot

s THE PLATFORM

LEXIS WP5
» Resilient long-term computational jobs across several HPC centres OpenFOAM Workflow
« Easy use by unified access layer Actions/ Data
Tasks operations
- Easy access to accelerated visualization of simulation results which is a 0 -
part of this pilot workflow Step 1.1 arang capy v

Free CAD/CFDoF)

7

3 vorc
7 vore

- Investigation of the industrial applicability of the newly designed o g
HPC/Cloud/BD platform R -

» Porting of an adopted software code from an only CPU-based version TR
to a GPU-accelerated one

Step 3.1

* Implementation of a newly developed CFD methodology to predict
and simulate with increasing accuracy a flow field operating inside
aviation gearboxes :

Copy data from
DDI to ParaView

Step 4.1 ParaView GUI

User interacts
with remote
visualization A

Legend
VSB TECHNICAL | IT4INNOVATIONS e N\
N yore ;
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LLXT

s THE PLATFORM

Earthquake and Tsunami large-scale pilot

WP6 Urgent workflow path upon
earthquake event reception

« Event-driven automatized execution of urgent computing complex workflow

infrastructure o [ [P meamnce (T
L sw‘ to DO! (daily)
« Event-triggered, deadline-dependent simulations for short-term forecasts ... | =3 e —
* Near-real time analysis - —t l
2";:?"’"::.. i) (O
I - Live updates / [\/—;\‘ Exposure Dataset ‘i:—-_;"‘l ‘RemOte sensing I ..u..,,‘...,.,.,, ] i
‘ i onfi requests _ l
Semantic enrichment Update Step 2.2
uilding ure Dz TsunAWI
OpenStreetMap » OpenBuildingMap » Exposure Dataset W m m
........................ | |
l A\ 4
: ¥/ Shakemap Fastloss g
Eerthauak : assessment | L =
arthquake ‘p Y 1
: event ; ¢ 5 Areas of Satellite-based
: : 4 TsunAwI fast simulations - »Emergency )
¥ interest mabbin
B’%ﬁn‘-‘ pp g QB
ne P | ) v = Step 2.3 (GPU andlor FPGA
. !“““@ ;‘m % - loetﬂon) C)
N Loss ) z
» k A =
Shakemap assessment . Raster | Cop ez wom
o : | interpolation =
‘" TsunAwI precise simulation S P - v
- w“&:?'é?.*.:'?..
Step 2.4 —
Legend
§7.. Yorc Orchestrator task
€3 Cloud task
VSB TECHNICAL ITAINNOVATIONS L (j' HPC (HEAppE) task
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Lx- Weather and Climate Large-scale Pilot

s THE PLATFORM

VSB

Conventional
Observations
_ e.g. Satellites,
L Balloons

Global In-situ unstructured
observations (loT)

e.g. Mobile phones, Cars

Data Volume

Global Weather .
Forecast P ! B
Local In-situ observatlons (loT) e.g. Tropical Cyclones
Yol Smart cities
Regional Weather
Forecast

e.q. Precipitation

@ ”(@

Environmenul observations

River level, soil moisture

Environmental Forecast

w e.g. Hydrology, Fire
Exposun Informatlon
Socio-economic impact
e.q. population density & vulneraobility P
ru,wnm.' loc, electric grids, logistic networks : d fomn
e.qg. Water management
-
;;gig Agricultural impact, Information
-
“'!" Health, renewable Value
7 energies
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LLXT

s THE PLATFORM

« Naturally “hybrid” (Cloud-HPC) workflows
> Preprocessing of initial/boundary data

o High-Resolution HPC regional weather model
(WRF)

o Application simulations using WRF data

- forest fire risk, hydrological risk / flash-flood
prediction

Cloud infrastructure

,{ Download Global Forecast system Iiles]
7 G
Create VM \/ Download Geographical data N
N .
\.[ Mount Staging area }/
. Submit Cleanup
(n:':::lt\g :.S COD};'Otb Run RISICO Copy :QISICO transfer req Wait for end Staging area
e . results to container resuits to from Staging of transfer & Delete
J I taging area Staging area area to DDI A

Run WPS
container

Install
docker

Create WRF Submit WRF Wait for job
job job completion

HPC infrastructure
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Weather and Climate Large-scale Pilot

Enhanced, data-aware weather & climate
workflow orchestration
- Urgent simulations when one computing centre is
unavailable

- Large-scale data assimilation (e.g. from sensor
networks) for better prediction

- Distributed data management solution
+ Specialised - Weather and Climate Data API
* General - Distributed Data Infrastructure

BEFORE LEXIS: red WITH LEXIS: Blue
Area: 772 km2

Roads: 75 883

Others sources: 4 000

Output points: 950 000

Area: 106 km2

Roads: 3 489

Others sources: 837
Output points: 80 674

Sub-domainsto run: 13 " Sub-domainsto run: 160




LEXIS Platform APIs & Web portal

s THE PLATFORM

Web based Ul Well-defined REST APIs

[ )] @ portal.lexis.tech/workflow/16eale1bd246{78d-4d454ca8dbe5cbd4/execution/3dat  C

172 N/ =sop Actions relating to management of Workflows and Workflow
WORKFLOWS ‘J/ = 1 | USER: MARTIN GOLASOWSKI ( WOfkﬂowmanagement Executions ¢ ¢ ~
Workflow Execution: 5-EVEREST_Traffic —
DATA SETS ‘ ‘ GET 1 /workflow Return list of available LEXIS Workflows getWorkflows v m ‘
ORGANIZATION BROCRESS n |
/workflow Create a new LEXIS Workflow on the system createWorkflow \v m
Workfl
PROJECTS
| /workflow/ {workflowId} Retumn detailed info on LEXIS Workflow for given Workflow ID getWorkflow v/ o ‘
j_@_:_ DDIToHPC ]_:_m_j_Wl—g_[T}_ flow/{workflowId} Delete LEXIS Workflow on the system DeleteWorkflow v @ ’
WORKFLOWS Job_submit TaskJob_run _submit | | EJob_run Job_create
G- ABOUT LEXIS /workflow/{workflowId}/execution Listthe current available LEXIS Workflow Executions. listWorkflowExecutions v @ ‘
v1.0.3-28-04-2022
. TODO: Needs impl: ted with TOSCA 1.3 Capabilitise. Creat LEXIS createWorkflowE ‘
/workflow/{workflowId}/execution S A, GBI v m

Workflow Execution by providing remaining inputs xecution

Recreate workflow — Ret LEXIS Workflow E: ti etWorkflowExecutionDe
GET 1/workf'Low/{workflowId}/execution/{workf'lowExecutionId} etums e

detail. tail
o . Cancel a LEXIS Workflow cancelWorkflowExecutio n
DN /workflow/{workflowId}/execution/{workflowExecutionId} ——— n o
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Lx- Workflow & resource management in the LEXIS portal

s THE PLATFORM

WORKFLOWS M»D USER: ENGINEER ENGINEER ¢ LOGOUT AL L I N - O N E WE B I NTE R FAC E

Workflow Execution: LEXIS_WFE_1 Manage client organization

DATA SETS = i Manage prO_]eCtS

Provision and execute application
ORGANIZATION SK STATUS Workﬂ OWS
Manage data
Interact with large 2D and 3D results
remotely in real time

PROJECTS Status
WORKFLOW EXECUTION STEPS STATUS

WORKFLOWS

TRAF Turbomachinery CreateVisualization |
run - VM_install Dir_start |

USER: ENGINEER ENGINEER O Locout

Step TRAF_run )

Status COMPLETED_SUCCESSFULL : [ DI e
Task computation

Node

name

TRAF

Activity

CallOperation
type

Available
19,079

31/01/2020, 05:07:39
31/01/2022
Weather forecast

V101
PROTOTYPE

Resources Requests:

CLUSTER NAME(S) QUEUES IDS NORM. CORE HOURS
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Lx- 3D remote visualization in LEXIS Portal

s THE PLATFORM

WORKFLOWS USER: ENGINEER ENGINEER (@) Nolclollyy

JJJ ParaView 4.4.0 64-bit

File Edit View Sources Flters Tools Catalyst Macros Help
DATA SETS

pEeBEO®a ?2 KDY KAD>DHMB Tmelo )
Moo esEmr P D eee. P REsdgai Feea
ORGANIZATION @ @ @ @ @ @ @ s i .

Pipeline Browser (SIS
@ builtin:

O Layout #1 x

5 D B ; A Renderview1 (1 B|0] 8] x|

PROJECTS

Interactive 3D visualization (HTMLS5)
avoiding costly and unsafe transfers
of large computing result data S

Information
Properties Fx)

[ 2pply | @ Reset [ Delete| 2 ]

ABOUT LEXIS [Sear'(h ... (use Esc to clear text) ] &3

[ = properies vz | 3] () (@) [ E _
v1.0.1 LalBlERE ‘I 4 ~1.000e+00

PROTOTYPE Function File Name [:] ! -
- 0.87228

[%] Auto Detect Format

(% Binary File 0.74459

0.6169

LI

4.892e-01
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User experience

s THE PLATFORM

bop
//E7 } gﬂ@ USER: ENGINEER ENGINEER O LoGout

User Profile

DATA SETS

First Name: Courtney

ORGANIZATION
Last Name: Galloway

Email Address: courtne
PROJECTS
Assigned to organization with ID;

WORKFLOWS
PROJECTS USER: ENGINEER ENGINEER O Locout

% Resources Request Detail

v1.01
PROTOTYPE Resources Request ID:

Approval Status:

LEXIS Project Name:

LEXIS Project ID

Primary Investigator emai

LEXIS Project Manager

Core Hours Expected:

Budget
6/26/2020
6/26/2020

true

Resources Request

CLUSTER NAME QUEUE DESCRIPTION
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THANK YOU!

CONTACTS
Project coordinator
Jan MARTINOVIC

jan.martinovic@vsb.cz

Senior researcher & technical coordinator

Martin GOLASOWSKI
martin.golasowski@vsb.cz
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