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IBM Research — Zurich

Established in 1956

45+ different nationalities
Open Collaboration:

o Horizon2020: 50+ funded projects

and 500+ partners
Two Nobel Prizes:

o 1986: Nobel Prize in Physics for the
invention of the scanning tunneling
microscope by Heinrich Rohrer and
Gerd K. Binnig

o 1987: Nobel Prize in Physics for the
discovery of high-temperature
superconductivity by K. Alex Muller
and J. Georg Bednorz

European Physical Society Historic Site
Binnig and Rohrer Nanotechnology
Centre (Public Private Partnership with

ETH Zurich and EMPA)

7 European Research Council Grants
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2020 U.S. Patents:
We’'re Inventing What’s Next in: sl

IBM

Microsoft

L Apple
Amazon
Google
Source: 2020 patent data is sourced from IFI Claims Patent Service
IBM’s innovation: Topping the US patent list for 28
A | years running
https://www.ibm.com/blogs/research/2021/01/ibm-patent-leadership-2020,
From automated teller machine (ATM), speech recognition technology, DRAM to a novel way to search multilingual documents using NLP, 2300 Al patents !
S .
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Agenda

Context & Competitive Landscape

EVEREST use cases

cloudFPGA

Converged Infra

Example on Traffic Simulation
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Context & Competitive Landscape for EVEREST

Moore's law of specialization | Heterogeneous platforms
Dennard Scaling (with FPGAs, no new silicon in EVEREST)

,l This talk |

x86 CPUs .
Semiconductor ,Composable systems

Accelerators Disaggregated systems

" EVEREST vision for
BigData design
_environment

Commodity ei'a for
BigData design
environment

- Open Source _

P Community
Linux Stack
MPI

Compilers

Momentum

Algorithm-hardware co-design

% Datacenter Ecosystem + Big Data / ML > D Cloud workflow ecosystem
4
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EVEREST Use Cases

* Accelerate kernels to execute more tests

Traffic modeling for intelligent transportation )

"":_j * Improve the overall performance of traffic simulation

Accelerated computationaly-ntensive kemels -+ Machineleaming kemels
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A Converged computing journey

Massive CPU
pools 1‘ Pools of Accelerators f

Private Public Clouds Dedicated
Clouds and SaaS Clouds

Super-
boosting
Traditional IT

Silos Accelerators

Super-boosting is not enough, breaking silos is imperative ...

Converged infra to the rescue

A journey of cloud FPGAs on converged data centres, D. Diamantopoulos, Hipeac 2022, Budapest, Hungary, 22 June 2022

An optimal strategy will
address key challenges:

500/ Reduce by 50% the
0 development costs

10 Reduce programming
X efforts by one order

of magnitude

Unleashes the full potential

3 O% energy cost

1OX the performance of simulations for
renewable energies prediction

2X the response time of the air-quality
predictions

3X the overall performance of traffic model
framework




Computing continuum to enable cloud-to-edge integration

Cloud & bus-
attached
FPGAs at
H2020
EVEREST
Project

e Dc NethrL_F
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There’s no Al without TA ﬂ

Server Node FPGA Node FPGA Node FPGA Node

CloudFPGA = = 7= 7=

IP Address: 10.10.1.9

DRAM: 8GB, BRAM: 38MB

CLBs:660.000, DC Network
(:Or](:ep DSPs: 2760 . .

Highlights

« dense
- chassis w/ 64 compute units
- ~1000 FPGAs / rack

- integration of 1st level switch
- full cross-sectional BW
- low cost (cables / rack space)

The FPGA becomes the node !

« energy efficient
- no SW/FW overhead IP Address: 10.10.1.50
- no CPU overhead DRAM: 32GB, Cores: 4
- (hot) water cooling

+ self-hosted / network-attached
- bare-metal support
- scalabl
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1-10s of thousands per DC
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Standalone network-attached FPGA

1) Integrated 2) PSoC ARM
NIC (iNIC) Cortex-M3

Backplane 3) 10GBASE-KR USB
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1.Replace PCIe I/F with
integrated NIC (iNIC).

2.Turn FPGA card into a self-
contained appliance.

3.Replace transceivers w/
backplane connectivity.
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One carrier sled = 32 FPGA modules

1. Our first FPGA module uses a Xilinx Kintex Ultrascale KU0O60
o A mid-range FPGA with high performance/price and low wattage
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One carrier sled = 32 FPGA modules

©)

1. Our first FPGA module uses a Xilinx Kintex Ultrascale KU0O60
A mid-range FPGA with high performance/price and low wattage
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Figurative picture-

Legend (per Slice) :. Balanced (i.e. no over-subscription)
== x8 40GbE up links ; 2 (320 Gb/s)} between the north and south links of
[--] x32 10GbE FPGA-to-Switch links (320 Gb/s) the Ethernet switch
[--] x32 10GbE redundant links
[--] x32 10GbE FPGA-to-FPGA links
[l] x16 PCIe x8 Gen3
SP x1 Service Processor
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Sixteen chassis per rack = 1024 FPGAS

1024
FPGAS {
(32V)

CDU

(5U)

N\ 1024 FPGAs — 2.8M DSPs,
2x10% Fixed-Point Multiply-Accumulates/s
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10 Th/s bi-sec. Bw — 16 TB DDR4 - 40 kW max.
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cloudFPGA

Standalone
Network-attached

The FPGA

Platform

FPGAs over
TCP/IP/Ethernet
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Rack-1

duplex

10 Th/s full

50kw SUCDU

64/chassis m—— 1024/rack ——————————————— Plentiful/DC
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EVEREST Data lifetime

Gathering

Experimentation

—

Experiments

Researchers'
data

Published
data

EVEREST end-users

EVEREST computing nodes

- - 4 7
-~ E‘ =

- LiLl

LRI

~ i

EVEREST

accelerators

Sharing

ﬁ Secure Transfer

@ Open Access

Archived Data
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Key
Components
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Building the stack...

Experimentation EVEREST Applications
A e A R A R R R R 8 R R R R
£ Tier 1 Workflow description Dask API
=
0 n v e r g e $ ---------------------------------------------------------------------------------------------------------------------------------
£ e
£
a Tier 2 Data-aware Task Scheduling HyperQueue
o e D S S D P P S P S
= T .
s 3 | Platform provider A |
>| i i
gl |
—% | EVEREST Worker 1 || EVEREST Worker 2 EVEREST Worker 3
ANy VPN a ﬂa?g ge-;‘ FPGA" ! "epu + pci-attached alveo” "cpu + network-attached cloudFPGA'

> <: Data in-motion

*g Gathering;

5| L

s|[i Sharing "~

O U e Tier 6: Data management policies

20
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Use case: Traffic simulation on converged EVEREST platform

IT41 Datacenter @ Ostrava, Czechia
» Xx86 nodes
» Lexis portal

EVEREST users
(@) \ 020 M

/ https //portal.lexis.tech/
Traffic

IBM Datacenter @
simulation Zurich, Switzerland ‘i
workflow © xB6nodes

e cloudFPGA
e Alveo-FPGA cluster
(in-progress)
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Use case: Traffic simulation on converged EVEREST platform

IT41 Datacenter @ Ostrava, Czechia
* Xx86 nodes
» LEXIS portal

e =
h s

itin
I

EVEREST project within LEXIS portal

> K M C (@ T a portallexis.tech/projects/ 217-dod2ag8ach7f [l =i

3= PROJECTS

it project info g ~
DATASEIS Orchestration Layer \
_________ Placement
ORGANIZATION ] ! :
olic
\ E P y Cloud
ycu rTTT | Resources
- 4 4] - 1
PROJECTS e N e ‘ YORC
Portal server
erson: - faterinaslanio - < | Atienacloud . HEAPDE dol
> 4 » plugin Resources
‘ Workflow
WORKFLOWS 1 U e-Hours. 0
| L J

ABOUT LEXIS

IBM Datacenter @ Zurich,

Switzerland

* Xx86 nodes

* cloudFPGA

* Alveo-FPGA cluster (in-
progress)
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Use case: Traffic simulation on converged EVEREST platform

EVEREST HEAppE API

I Client application

: infrastructure

__File transfer
SFTP/SCP

<

Client adplication

|
|
|
T
|
|
Users :
L

HPC capabilities
SSH

Middleware

Job ma nagw’

HPC infrastructure

>

= ”
. !';A_
N
(&l
Scratch Storage

-
S

HPC Cluster

0
—

HPC Scheduler

@ S_:mfagger

by SMARTBE AR

HEAPPE

sttest/s

Web AP| 2=

HEAppPE middleware APl v3

Terms of service

T4lnnovations - Website

Send email to IT4Innovations
GNU General Public License v3.0

Servers

[https:I.'heappe.Iexis.techieveresttest v ]

Clusterinformation ~
‘m /heappe/ClusterInformation/ListAvailableClusters Getavailable clusters v‘
‘m /heappe/ClusterInformation/GetCommandTemplateParametersName Getcommand template parameters name v‘
‘m /heappe/ClusterInformation/CurrentClusterNodeUsage Get actual cluster node usage v‘

DataTransfer ~
‘m /heappe/DataTransfer/GetDataTransferMethod Create Data Transfer v‘
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HPC requires more than just Cloud infrastructure

Without scheduling, workloads are dispatched in a
haphazard fashion leading to sub-optimal resource
use and longer execution times

Without Scheduling

With sophisticated scheduling, we use resources
more efficiently and can optimize for high-utilization,
better performance, or both

Fewer Resources Faster Results
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Use case: Traffic simulation on converged EVEREST platform

EVEREST user > {

commands
(partial list)

cagliatscha
(10.12.0.11)

Controller daemons

SLURM setup at IBM:

- SLURM controller &
daemon
up and running

- Connection to cloudFPGA

- NFS shared storage

- Exposure of a task to
workflows out of IBM
VPN
(HEAppE, SOCKS5)

cloudFPGA

slurmd slurmd

Compute node daemons innerjuvalt (10.12.0.12)

slurmd
[ X N ]
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Use case: Traffic simulation on converged EVEREST platform

Floating car data (FCD)

Sysgic

Telekom Traffic simulator

Sygic

A journey of cloud FPGAs on converged data centres, D. Diamantopoulos, Hipeac 2022, Budapest, Hungary, 22 June 2022 //I\EVE R E I
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Use case: Traffic simulation on converged EVEREST platform

Create an EVEREST workflow for traffic simulation inside LEXIS

> W N C (R O a portallexis.tech/workflow/16eea879ba265cc5-5691ea7h7c742 2fd/execut -d82b-42e1-a8ad-d0d6c53e2a63 ¥ v @ @ ©®© @ 9 h

[
WORKFLOWS |' II' /\/gtlg VERES USER: DIONYSIOS DIAMANTOPOULOS O LoGouTt

Workflow Execution:; I-Test_EVEREST

DATA SETS

ORGANIZATION —

Workflow Execution Progress
PROJECTS

InputDataset InputDataset FindHPCLocation FindHPCLocation HEAppEJGb HEAppEJob_enable DDIToHPCTask
Bl WORKELOWS Infanb_submlt InfoJob_run Job_submit Job_run _create _file_transfer Job_create

ABOUT LEXIS

v1.0.3-28-04-2022

A journey of cloud FPGAs on converged data centres, D. Diamantopoulos, Hipeac 2022, Budapest, Hungary, 22 June 2022 . :’ EVE R Es I
o .
L L




Use case: Traffic simulation on converged EVEREST platform

Traffic simulation initiated by LEXIS workflow is being executed at IBM SLURM
computing node.
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Conclusion for EVEREST Converged infra:

Simplified cluster Design your Security
management own cluster with cloud FPGAs & isolation

Onboard apps within Native open-source Integrated
HPC workflows experience operational tools
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KOszonom ! - Thank you!

This work is partially funded by the EU Horizon 2020 Programme under grant agreement No 957269 (EVEREST).
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