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performance (vs. VAX-11/780)
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I guess, we all know why we are here...
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* But...in reality...:

- Most of the accelerators are GPUs ( ~8 — 10% of a2
global compute capacity [1])

— Largest FPGA deployments (AFAIK):
» 48 FPGAs at PC? (“production”, Alveos)
» 96 FPGAs at IBM Research Zurich
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(“experimental”, cloudFPGA platform)

> Cloud services hard to measure, but no large
growth observable...

* So, FPGAs used for ML & HPC?
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Agenda: Is one-click DNN to distributed FPGA compilation possible?

Accelerated Inference-as-a-
Service is presented here as
abstracted use case type
(also for the use cases
within EVEREST)
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Target platform:
IBM cloudFPGA
(as reference for

deep neural network
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FPGA

— In this presentation, I close the gaps between ML representations (ONNX) and
distributed FPGAs (cloudFPGA). ;
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Overview: 5 necessary steps to map ONNX to cloudFPGA

€ ONNX
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Overview: 5 necessary steps to map ONNX to cloudFPGA

€ ONNX @&

deep neural networks existing data center infrastructure — Qur focus today! DOSA

(@) partition Published in: IEEE CAL 2023, EDGE 2023
® ioptement SO—— Open-source release:
IBM cloudFPGA & synchronize https://github.com/cloudFPGA/DOSA
A g * : '
& accelerated ' O Developed within H2020 EVEREST
_ application .
B ____ (classical)
B _..., -_operatfon @ CPU server
disaggregated » resource abstraction
FPGA nodes ‘

(1) integrate into control plane

FEes e "1+ 2 Published in: FPL 2019,
'3 Published in: FCCM 2020, H2RC 2020 CLOUD 2021
Open-source release:

https://github.com/cloudFPGA/ZRLMPI

Open-source release:
https://github.com/cloudFPGA/cFDK
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https://github.com/cloudFPGA/ZRLMPI
https://github.com/cloudFPGA/cFDK
https://github.com/cloudFPGA/DOSA

DOSA’ aUtoma‘ted @ O N NX target_constraints.json

compilation of DNN to R
distributed FPGAS N

roofline analysis framework import
AST annotation framework characterization

* One tool to cover large solution space, different
optimizations, and major standards

partitioning

- Avoids “re-inventing the wheel”:
. e.g. TVM, h|.54m|., haddocz, VTA architectural template decision

framework A
type: engine
framework B
type: streaming
framework C
type: streaming

- But:
. . fr k decisi
- Based on roofline analysis and framework glue-ogic estimation

characterization NV

communication decision

- Decision based on performance constraints PN e ogic generation

component generation
system integration

synthesis / place & route
(per node, partial bitstream)
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2 Automated re-use with organic-compiler concept

and operator set generators

insights to users

* Automatic partitioning: Model & data parallelism executables &

run-time env.

for each node
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I input bandwidth per operation

bandwidth in GB/s

Combining Streaming- and
Engine-type designs ..

(target: 5000 sps)
. output bandwidth per operation

F25

\ A

0.0201

N
o

0.015 15
0.010 10
0.005 -5
0.000 0
0 1 2 3 4 5 6
computing operations (i.e. layers)
— best trade-off?

Enabler: Implementation abstraction using the
Operation Set Architecture
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* Required iterations/s: 15,000
* OI: Engine: 0.00048; Streaming: 0.00085
* possible frameworks: haddoc?2, hls4ml, VTA

parameter per operation

@@ ONNX

2p neural network

limpor’[ e.g. from ONNX

build abstract syntax tree (AST)
(selected) optimizations

701
02

conv2d(%0, %w@, %be, kernel=(5,5), padding=0, layout=NCHW)
relu(%1)

max_poo , kernel=2, stride=

conv2d(%3, %wl, %bl, kernel=(3,3), padding=0, layout=NCHW)

E_"_'\.-'

7

—_—

| S

(simplified print of AST)

lowering operation set {%1, %2}

to hardware-specific instructions
(i.e. store parameters in memory)

"execute" operations
as instruction for an xPU

+ |
[
— Processing Unit / Engine — — —
Control Unit /
Scheduler >
Matrix Linit
| I
'é Vector Unit E E E
= On-Chi g = g
- |I]
.1_
Memory Monlinear Unit
DRAMMEM
interface | © | l \5\ E - -
T —> Memory
»
Management

a) FPGA with engine-type accelerator

Example CNN from https://pytorch.org/tutorials/beginner/blitz/cifarl0_tutorial.html

map operation set {%3, %4}

(i. e. integrate parameters as constants)

to template building blocks

"execute" operations
as IP core instantiation

b) FPGA with streaming-type accelerator
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DSE based on “3D Rooflines”

* Multi-dimensional space: DOSA 3D Roofline for CIFAR-10
. (draft selected best node: 7, dpl: 1, opt THROUGHPUT)
- Resources (I'e' COStS) ent Role LUTRAM bandwidth I current Role network bandwidth ok req. perf. f. Engine arch. (w/ 5000 sps, batch 1)
- ent Role BRAM bandwidth B current Role peak performance @ re. prffStre m a rch (w/ 5000 sps, batch 1)
* but details matter: LUT, LUTRAM, e e
BRAM, DSP, FF
- Latency vs throughput
T150@9
- Costs of combining different libraries WE
* “hardware-aware”/”system-aware” nse, add, réff Shream
optimization: 5¢
DOSA doesn’t consider solutions that ”ﬂﬁ'ug_
would violate the Roofline model y—p
. C
° " " 1 _ OD@ : ,, ; E
Multiple runs W|tI1d|fferent hyper ) ra%n\\ 3 s B
parametern (e.g. “osg_look_ahead”) [Qoi/w})t\g\/démﬁ%ww{%f@;
S/ %ﬁ t%} 30
* Solution with lowest costs that fulfills QJ’l‘e] (0y) (mecﬂggfgf?(topn

target criteria is chosen

B. Ringlein / Hybrid Cloud Research / HIPEAC 2024 / © 2024 IBM Corporation 10



Debugging generated by
CO m p I l.e r parEIEEET:;;::;E;E_lek

probeo® => siNRC Udp Data tdata
probel => siNRC Udp Data tkeep
. . . probe2 => siNRC Udp Data tvalid
* Distributed inference means probe3(0)  =>  siNRC Udp Data tlast
probe4 => siNRC Udp Data tready
probe52 =>  sMPE Debug
probe53 => sZRLMPI Wrapper Debug
probe54 => sResetApps n
probe55 => sToFifo input 0 tdata din
I be56 = ToFifo input 0 tdata full
* Hence, DOSA automatically generates debug g s o s
be58 = ToFifo input 0 tdat 1t
probes between IP cores probes9 =  sToFifo_input ©_tkeep din
. . probe6® => sToFifo input 0 tkeep full n
- Because we use standardized interfaces probe61(0)  =>  sToFifo_input 0 tkeep full
] probe62 => sToFifo input 0 tkeep write
- probe63 => sToFifo input 0 tlast din
betwgen IP cores — easily generate able by Db = Torifo imut o tast full ¢
compller R b EREEEEE PR Seees
— In VHDL and tCl. ipModName
ipName
. . . ipVendor
* We deploy bitstreams using partial ipLibrary
. . . 1pversion
reconﬁgu ration = debug br|dge support ipCfgList [list CONFIG.C_NUM_OF PROBES

CONFIG.C DATA DEPTH

. CONFIG.C PROBE® WIDTH

° CONFIG.C PROBE1 WIDTH
(...then we still have to look at waveforms...) ke Rl
CONFIG.C PROBE3 WIDTH

CONFIG.C PROBE4 WIDTH

CONFIG.C PROBE5 WIDTH

CONFIG.C PROBE6 WIDTH
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Gains? = Evaluation

* Main problem is not technical
unfit of DNN-to-FPGA
frameworks, but their usability

* DOSA tries to change that with:

- Support of major community
standards (foremost ONNX)

- No architectural knowledge
hecessary at the user side

- Automated partitioning

- Automated deployment

B. Ringlein / Hybrid Cloud Research / HIPEAC 2024 / © 2024 IBM Corporation

DNN-TO-FPGA FRAMEWORKS: PRODUCTIVITY ANALYSIS.

supports supports schg:iiill:}ll? : or automated
Framework ONNX distrib. titi 5 deol ¢
import FPGAs partitioning eploymen
required
gtggéamh) yes yes no yes
Algean [23] no yes no no
hisdml [13], [21] yes no no no
haddoc? o care 10 no no no
Brevitas + FINN (up to 2) i i
[8], [9], [53] no [54] party party
VitisAl [55] no no depends on partly
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DNN-to-FPGASs: some results

* DOSA allows a “one-click” design-space
exploration, partitioning, compilation, and

synthesis
. Results of the PTTCNN INFaa$S on three platforms
— Deployme Nt automated with 9x cloudFPGA (156 MHz) 1x Xeon E5-2630 (2.4 GHz) WM 1x Tesla K40c (745 MHz)

— Optimization within seconds (not hours)

3853.25

* E.g.small CNN for INFaaS (i.e. batch size 1) across
9 cloudFPGASs results in (8 bit weights):

= (client-side)

* Speedup and efficiency gains of cloudFPGA:

— massive parallelism (streaming-architecture)
and custom data paths

- direct
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* To boost adoption of FPGAs — holistic approach
with organic compilers

- Wide range of DNNs

- Usable by non-FPGA experts
* Operation Set Architecture overcome current
hurdles of DNN-to-FPGA frameworks

* DOSA: One-click open-source
%

— Increase scope of potential solutions

— Automatic distribution across FPGAs
2 Efficient automated distributed DNN inference:

- >50x speedup, >80x more efficient vs. CPU
- >18x speedup, >30x more efficient vs. GPUs

2> An “FPGA standard stack” must be |
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7€) ONNX

existing data center infrastructure

N
\4)]

(3)communicate

S

IBM cloudFPGA (\& synchronize

=~ . _operation (2)
resource abstraction

(1) integrate into control plane

data center network

Measured Average Total energy
. Latency . . >
Devices throughput Power per inference

(fps) (ms) (W) (J)
Ox KU060 FPGASs (156 MHz) 3,853.25% 0.259 77.31 0.020
I1x Xeon E5-2630 (2.4 GHz) 73.38 13.627 123.69 1.686
1x Tesla K40c (745 MHz) 211.81 4.721 12951 0.676

*: Limited by the single-threaded CPU client.

...looking forward to all your questions!
Dr. Burkhard Ringlein

g hgl@zuxrich.ibm.com

@ research.ibm.com/projects/cloudfpga
[} burkhard-ringlein




Appendix
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As testbed for
distributed edge
FPGA environments:
T

D)

ne IBM cloudFPGA
atform

* 19"x2U w/64 FPGAS

* Network-attached,
disaggregated FPGAS

* 640GDbE fully balanced

(more information at
github.com/cloudfpga)
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IBM cloudFPGA: Further Reading
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Notices

 IBM and the IBM logo are trademarks of International Business Machines Corporation, registered
In many jurisdictions worldwide. Other product and service names might be trademarks of IBM or
other companies. A current list of IBM trademarks is available on

* Intel and the Intel logo are trademarks or registered trademarks of Intel Corporation or its
subsidiaries in the United States and other countries.

* The registered trademark Linux is used pursuant to a sublicense from the Linux Foundation, the
exclusive licensee of Linus Torvalds, owner of the mark on worldwide basis.
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