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Introduction

EVEREST dEsign enVironmEnt foR Extreme-Scale big data analyTics
on heterogeneous platforms

SDK System Development Kit = Tools for
- Application description
- Deployment on Target System
- Compilation
- Runtime environment
- Data management and security
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EVEREST Consortium

IBM Reseach Lab, Zurich (Switzerland)
Project Administration, Prototype of the target
system

Universita della Svizzera italiana (Switzerland)
Data security requirements and protection
techniques

Centro Internazionale di Monitoraggio Ambientale
(Italy) Weather prediction models

NG Virtual Open Systems (France)

—= Virtualization techniques, runtime extensions to
manage heterogeneous resources

g- Numtech (France)

wreen - Application for monitoring the air quality of industrial
sites

Politecnico di Milano (ltaly)

Project Administration, High-Level System,

Flexbile Memory Manager, Autotuning

TU Dresden (Germany)
Domain-specific extensions, code
optimizations and variants

IT4dlnnovations (Czech Republic)
Exploitation leaders, Large HPC
infrastructure, Workflow libraries

Duferco Energia (ltaly)
Application for prediction of renewable
energies

Sygic A/S (Slovakia)
Application for intelligent transportation

IT4I

e

3 CF22 BigDaW: C. Hagleitner, May 18, 2022

-~ EVEREST



EVEREST Use Cases

Air-quality
modelling in
industrial sites

Weather-based
prediction of renewable
energy production

Wind farm, solar farm, hydro power and
industrial plant characteristics
(status, power generation etc)

Ensemble
incoming solar radiation

WRF high-resolution multi-physics ensemble:
wind, solar, hyd ic, air quality

c ECMWF variables prediction

Global circulation models

Advanced
visualization

data in support of data
ingestion & data assimilation

Earth Observation data Weather radar and
(e.g. Sentinel 1, 2, and 3) in situ weather station data
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Traffic modelling for
intelligent transportation
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The WRF Model

First step of two use cases... DECHESIRIESSOBOSIERSE =
o I y \ somncvoes || o[ e
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WREF is an open-source model supported primarily NE
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Air-quality use case: Workflows and Challenges =

1. WRF Deterministic weather forecast 3. Air-quality dispersion forecast
o
Global WRE =
observation execution Landuse, Industrial Emission Local weather
Topography site data forecast forecast
[ Improve speed to produce forecast ]

2. Ensemble prediction

N x deterministic weather forecast Local weather
observation on-site

*4cycles  METEO France
* 4 cycles NUMTECH
*2cycles EVEREST

Air-quality forecast

One aggregated weather
forecast forced by observation

Improve speed to produce air-quality
[ Improve quality of local weather forecast ] forecast and its quality
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Renewable Energy use case: Context and Challenge

Different challenges due to intermittency of the wind power generation:

* Transmission System Operator (in Italy TERNA) to ensure the balance of grid
(very short term horizon: 1s to 1h)

 Traders to forecast the power to sell on energy market, intraday or day ahead
(short term horizon: 1h to 24h)

« Wind farm owners to schedule their maintenance programs (long term horizon)
-> great value of improved wind power forecast accuracy

Wind Power Global Capacity and Annual Additions, 2008-2018
Gigawatts _World Total
591 Gigawatts
540 0 Annual additions
Previous year's
487 capacity

433
370 R
319 o)
283 \ /H%
238
198 —
159

121
5

15 2016 2017 2018
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Advanced Traffic Modeling

* Mobility platform supporting cities with advanced
traffic modelling

 Data sources

 Historical and real-time Floating Car Data (FCD)
 Origin-destination matrix (ODM) defining city

 Road network graph including road restrictions;
 Historical weather data (temperature, precipitation) - R & sl

. . O/IOupdau- R Eﬁggj_c_mfg__:j,
» Traffic services e B Rpiey,
 What-if analysis for given scenarios, e.g. road closure; o et

* Intelligent routing for large amount of vehicles =
 Traffic prediction for major road elements of cities

wwwwwww
AAAAAAA
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EVEREST Target System

End-Point Devices 1 EDGE 1 CORE CLOUD I
| 1 !
x100 ms TRADITIONAL APPROACH ! ! !
' Centralized
Edge Nodes . Homogenous Nodes

l--)EEE

1. EVEREST
,’ Heterogenous Nodes

A

4 Loosely-coupled network-attached ) ﬁghﬂy.coumed bus-attache}
accelerators on FPGAs accelerators on FPGAs
ﬂ// m,/ Fpe,/ = FPGA-based
Server Node / FP 3A Node FPGQ Node FPGA NOdF ﬂ////FPGA (- ===
mh /server Node / FPGA Node heterogeneous
y a ' Goencar 4 I

T t@ architectures
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EVEREST Target System: Brief Overview

Network-attached and PCle-attached FPGA nodes

» Off-the-shelf FPGA devices
» User logic can be easily designed and customized with HLS tools

DC infrastructure and Supercomputers

« workflow orchestration
 reference implementation

FPGA as a Co-Processor FPGA as a Peer-Processor
ﬂ FPG Server Node A Node %Node FPGA Node/
| - 4 4 4
Server Node FPGA Node E Ethernet Switch bl et IR
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cloudFPGA

Im
@

cloudFPGA

Field programmable gate arrays for the cloud

FPGA as a Co-Processor

FPGAs as 1st-class citizens within a DC ...
- disaggregated from the server nodes _ ';“g

« connected directly to the DC network for its

access and to communicate with CPUs and
other FPGAS

» densely packed into DC chassis and racks
and distributed across the DC

cloudFPGA

]

1

I [Server l
1

D (e

1 t

1 4

1

Standalone
Network-attached
FPGAs over
TCP/IP/Ethernet

Xilinx Kintex

B  UltraScale XCKUO060
8% FPGA with 2x8GB of
\ . DDR4 memory

O G G G G G G o
i mRE 18R

64/chassis m— 1024 /rack Plentiful/DC

Figure 1: (a) The disaggregated FPGA and (b) the carrier board.
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cloudFPGA Development Kit (cFDK)

"Il
@

* network-attached solution composed of:

- Interface logic already designed (cF Shell) to support
system integration
« TPC/UDP communication is managed transparently to the user logic

« User logic (ROLE) that can be easily designed and
customized with traditional HLS tools

« application code running on host

« FPGA accessible through the network

* Low-level libraries for host-FPGA
communication

FPGA Module

User Logic (ROLE)
Dynamic Configuration

Network I/F

Memory I/F
R
I

ROLE (non-privileged)
Embeds the user's application logic.
Partially reconfigured over the
network (this is typically HLS)

— E g
System '-°Sf‘i° (SHELL) SHELL (privileged logic)
Static Configuration Abstracts the hardware components
A of the FPGA and exposes standard
M AXI interfaces to the user.
I
Data Center
Network
e
foop
[ESm— e — cFDK
e [ >oc |+
1
Q|

« create clusters of FPGAs [
* IDE incl allocation and mgmt of resources

cFDK released at
https://github.com/cloudFPGA

1 FPGA instance

Multiple FPGAs

VM

z L 0
FRE

§ L

Multiple clusters of FPGAs
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Conceptual System Overview

* Envisioned for demonstration purposes

* Multi-node demonstrator based on the technology and
the components available during the project’s timeline

EVEREST Heterogeneous Node EVEREST Node

Network-attached FPGA
* 4 Nodes equipped with: I
N * 2x AMD EPYC Milan 7643P
& 48 Cores, 96 Threads, 256GB P
> e DDR4, 2x960GB SATA SSD 4

Dual ConnectX®-5 EN 100GbE

KARBLI1INA « 2x XILINX Alveo USSC, single slot 2 I
PCle® Gen3 x16, 2xGen4 x8, A T —

CCIX, 16GB HBM2, 2x QSFP28

* 1x XILINX Alveo U280, dual slot f
PCle® Gen3 x16, 2xGen4 x8, CCIX, ! ’
8GB HBM2, 2x QSFP28 (100 GbE) ;
« 4x Spare slots PCle® 4.0 x16 1
e up to 64x per 2U node

R e e .
{} (Wistron Mihawk) 173 ConnectX-5 100G (cloudFPGA)

{}TCPIUDP {}TCPIUDP {}TCP/UDP
DC Network >

s |
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FPGA-accelerated HPC System Overview

 Multi-node demonstrator based on EVEREST SDK

* 4 Nodes equipped with:

* 2x AMD EPYC Milan 7643P
48 Cores, 96 Threads, 256GB
DDR4, 2x960GB SATA SSD
Dual ConnectX®-5 EN 100GbE

* 2x XILINX Alveo U55C, single slot 20" Depth
PCle® Gen3 x16, 2xGen4 x8 ,
CCIX, 16GB HBM2, 2x QSFP28

* 1x XILINX Alveo U280, dual slot
PCle® Gen3 x16, 2xGen4 x8, CCIX,
8GB HBM2, 2x QSFP28 (100 GbE)

* 4x Spare slots PCle® 4.0 x16

24x 2.5" Hot-swap Drive Bays
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EVEREST Target System

Computing continuum to enable cloud-to-edge integration

End-Point Devices 1 EDGE 1 CORE CLOUD

1
| 1 !
x100ms  TRADITIONAL APPROACH E ! E
Centralized
. Homogenous Nodes

We aim at outperforming
centralized/homogeneous
solutions

-
)

)

]

"""""""" 1,7”" EVEREST :

e ,’ Heterogenous Nodes ,

. 1

=" . 1

4 Loosely-coupled network-attached ) ﬁghﬂy.coumed bus-anache} !

accelerators on FPGAs accelerators on FPGAs :

FPG/ FPG/,_ %/ !

Nod / FPG ANod FPGA Nod FPGA Nod'/// €---’
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EVEREST Compilation Framework

Multi-location
use cases

Dataflow/task graphs ML (predictive models
(routing) and decision making)

@ aa

o4
a a
e —

Secure
connections

Data management techniques

Orchestration

Virtualized runtime environment
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EVEREST Compilation Framework

Multi-location Dataflow/task graphs ML (predictive models
use cases (routing) | ' |_and decision making)

Language/framework support

- Sequential syntax, | - Interoperability (pytorch,
implicit parallelism : i TensorFlow, TVM)

- Deterministic execution | - Support for exchange

- Support for shared state § | formats (ONNX)

High-level source-to-source compilation
- Dataflow IR: I1/0, | - Model partitioning
batching, pipelining | based on TVM/RelayIR
High-level synthesis and memory design flow
- HLS support for OpenMP - Re-use existing HLS
and irregular accesses g | tools and libraries

Orchestration Low-level compilation, bitstream generation, and system integration

Secure
connections

WP3: Data management techniques

WP5: Virtualized runtime environment
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EVEREST Compilation Framework

Dataflow/task graphs _ Machine learning

( Ohua (implicit dataflow): Rust and Cfdlang (tensors), Fortran ( TVM integration (multiple
Python syntax integration (for WRF) input languages, ONNX)

Frontend >
e - \ e N
and IR Dataflow IR A—— MLIR-based representations TVM Relay IR
ataflow-
(internal), task (plann\gd) ONNX-MLIR (external)
graphs Tensors, stencils (teil), linear algebra, (external) A y:
\_ number representations (base2) / o N\
- TVM optimizations
Middle-end Batching, synch. Algebraic and polyhedral transforms, memory (external) and trade-
optimization minimization, irregular data partitioning, buffering, pipelining, HLS-pragma off streaming vs
parallelism, pipelining insertion / 9 batching )

[ Multi-variant (high-level) code generation: Stand-alone host code (Rust,C/C++), interfacing for HLS via MLIR, LLVM )!
IR, Relay IR or C/C++ with HLS pragmas, generation of kernel code and wrapper code

\L J/

WP3: Data management techniques

( N\
. ) Bambu: Number Dosa: Select

HW and HLS Python/l?/lilastlit’/fﬁIoRfﬂoad|ng ][ sh:E:?t:?l,-ge.tirw?zrggx representations, polyhedral implementations of

L Y P optimization )L ML operators )

Kernel/function-level HLS: Bambu (internal) or Vivado/Vitis (external) ]:
4 \ 7/ \
_ Olympus: Kernel spatial replication, HW wrappers and adaptors, streaming interfaces, MLIR- Dosa: Legalizing,

Code-gen based graph transformation system-generation
and system \ grap )Y 9 y
integration Bitstream generation, host-code compilation with interfaces for the runtime (auto-tuning, resource management),

. and application integration

WP5: Virtualized runtime environment
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DNN on FPGAs: no yet-another-narrow-framework

 DNN on FPGAs is a highly active area of research @ ONNX [ iz |
—chances are that for a particular problem (i.e. some- |
convolution-to-put-on-FPGA with certain performance) J  Modetimpon
someone has already developed and published a good | RelayiR module
implementation - B U &
(e.g. haddoc2, FINN, hlsdml, VTA, VitisAl, and other open l
source frameworks...) T
— Why to re-invent the wheel and not reuse it? a:°mf'" o
. « graph optimization
« BUT: Who knows what is the best - paroning acros <
available |mﬁler_nentat|on for the current problem o o ol Tamiwon
(I.e. the ONNX Input by the USGF)? _ [oreachsib-qraph
 Standardized way to include all available 3rd-party e
libraries (including Everest flows) within architecture  + device-specific build
generation & 4
« Automatic DSE of best available framework (depending on: l i
operation, precision, target device) bitstream "

 Frontend currently based TVM, but plan to integrate == | b o
also MLIR interfaces/modules

FPGA node(s) CPU node(s)
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EVEREST Data Management & Protection

Gathering Experimentation Sharing
Expenments a Secure Transfer
Researchers' EVEREST end-users
data

@ Open Access

o= == . |
L £\ s 1 > 9 [
Published | | = o =S > Archived Data
pha — = EVEREST
EVEREST computmg nodes accelerators

O = ~ Reintegration | =)
Data Policies Data management techniques ~ Data Policies
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EVEREST Runtime Environment

H ' []) ' [])
... implements the selegt/on of variants EVEREST Destivaars T — ) owes
and the hardware configuration based (to submit workloads) Guestruntime
on the system status ! .
Multi-node server Worker Slprofingjiables
| Virtualization Extensions |
* Dynamic adaptation and autotuning ~Host runtime \ Host
(MARGOL) Sepetib Vonerer | tosipons | | VM
. . . . | Virtualization Extensions _|
* Two-level runtime for (1) virtualization of —|=
. . . . FPGA
hardware resources regardless their distribution N rron wanager] ':EM
. . PU
and the low-level details of the platforms; (2) implement cPu @I ARt
functional decisions (VOSYS solutions, mARGOt, HyperLoom)

How to collect system status and Autotuning API
expose it to the runtime?

Seamless execution when varying
the system configuration
(resources, nodes, data, etc.)

Hiding communication latency
Runtime API (e.g., prefetching)
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EVEREST Runtime Environment

The EVEREST FPGA systems include a monitoring and decision
infrastructure for dynamic autotuning based on workload conditions

Application &8 w2

Knob Knob
1iN'
K

mMARGOt MARGOt B mMARGOt

HW 1

« Application variants (either software or hardware) are generated at design time
(compilation and hardware synthesis), and selected at run time based on the actual
available hardware resources
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Conclusion

« EVEREST is a dEsign enVironmEnt foR Extreme-Scale big data
analyTics on heterogeneous platforms

* built on the assumption that the future of computing is heterogeneous but the
current tools do not support it

 focus on building support for FPGAs

* The work towards an universal IR facilitates the re-use of innovations
across the full stack including
« extensions to new application domains / languages
« extensions to different accelerator architectures
* integration with different workflow engines / runtime environments

« Stay tuned ;-) ... hitps://everest-n2020.eu/
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Thank You!

25 CF22 BigDaW: C. Hagleitner, May 18, 2022 NVEREST



BaCku ps DESIGN ENVIRONMENT
FOR EXTREME-SCALE BIG DATA ANALYTICS
ON HETEROGENEOUS PLATFORMS




EVEREST Compilation Framework

Interoperability & extensions of multiple m _ AEXETO LEE T
Ianguages and tOOIS N s | Cfdlang (tensors), Fortran ( TVM integration (multiple

peeetand T I o integration (for WRF) input languages, ONNX) )

o MLIR-based tati \( A 8
. . . -based representations
Partial MLIR-convergence including  taflow-1r NNX-MLIR Nextoran =
. . I . TN 1 - i i =
hlgh_level transformatlons 2 anned) Tensors, stencils (teil), linear algebra, (external) A A E
number representations (base2) / - N\ O
TVM optimizations (0}
T .
[ mea mm mm o Algebralc and polyhedral transforms, memory (external) and trade- 4":
. .. . partitioning, buffering, pipelining, HLS-pragma off streaming vs c
Generalized HW optimization and insertion Y. batching <
_ _ \ Y, &
generatlon flow (for different HLS ﬂOWS neneration: Stand-alone host code (Rust,C/C++), interfacing for HLS via MLIR, LLVM | -
L or C/C++ with HLS pragmas, generation of kernel code and wrapper code ) g
I - > = ©
. Bambu: Number Dosa: Select

- 'ng Mnemosyne: Memory representations, polyhedral implementations of £
Demonstrated performance/efficiency ][ subsystem-optimization ][ e optimization | ML operators g
gains for use-case-like programs "finction-level HLS: Bambu (internal) or Vivado/Vitis (external) ]: |
W2V P | Ulympus: Kernel spatial replication, HW wrappers and adaptors, streaming interfaces, MLIR- Dosa: Legalizing, g_’
based graph transformation U system-generation =

i i i st-code compilation with interfaces for the runtime (auto-tuning, resource management), )

Interface to runtime in WPS designed L aoBlication integration |

WP5: Virtualized runtime environment
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Renewable Energy use case: Context and Challenge

* Different challenges due to intermittency of the wind power generation:

. Transmissior” \ge of grid

(very short CHALLENGES:
. Traders to fj 1. Integration of the the data coming from sensors ' ahead
(short term | available on wind turbine for improving weather
« Wind farm c forecast model horizon)
+ > great eff 2. Extend the wind speed estimation at 80m instead of
the 10m default in WRF to improve prediction
capabilities
3. Adopt Al models to learn and predict power generated [ ...
j by the specific site/turbine given historical data 0
B 4. ... making use of Heterogeneous Resources when \éﬁ\
needed
A
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Advance Traffic Modeling for Smart Cities use case

* Mobility platform for supporting cities with
advanced traffic modelling o B | |

* Data source cyaLLENGES:

» Historical a| 1. Boost the FCD data collection and processing to
* €.9.GPS|  compute 3D traffic models

» Origin-des| 2. pevelop and efficiently deploy a traffic simulator on a

* Road netw multinode architecture to predict traffic behaviour p & e

ooooooooo

* Historical w 3. Adopt Al techniques to learn the traffic patterns & t ?l
e Traffic servi resulting into a traffic prediction service. | g
. What-if an: 4. ... making use of Heterogeneous Resources )1“ e

* Intelligent routing Tor large amount of Venicles
 Traffic prediction for major road elements of cities
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The WRF Model st

EEEEEEEE
oooooooooo

WRF Modeling System Flow Chart

* First step of two use cases...

External WRF Post-
Data Source Pre-Processing WRF Model Processing &
System Visualization

/ N

= ?-/CHALLENGES } oy e —
57| * Automatic deployment of several instances =
3 of the model in HPC resources with multiple [
boundaries conditions =

« Efficient High Resolution output evaluating o

« WRF is an collap.  the usage of FPGA resources /) T s T R Al T ALY
Supported prInCngh"_U"_ﬂ_Wv_ﬁu5|V| TAT T ITTCTT %:—%—%—%—g(ud—%g—i) +Ry+Qu
for Atmospheric Research (NCAR), the US L T 1

. . . ? _ _0;]9 _ 0;/9 _ a;w +Ro+ Qo numerical filters,
L ¢ y .
National Oceanic and Atmospheric w i g e phes
ot oz dy o a5 L7} pro_1ect10n terms

Administration and the US National Center for byl o < scopotnial eqn e
EnVirOn mental PrediCtion - NCEP) Diagnostic relations: g%=fa‘,u‘,,l7=[ RO ]y,@m=9[1+%%]

POy
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